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“Determination of minced meat quality using machine learning”

ITIEPIAHYH

Tn onuepwvn emoyn, Ot KATavaA®TEG amantovv cvveyn emiePainon g Tpoéievong,
™G TOlOTNTOG KOl TNG CUUUOPPOONG UE TNV ETIKETO TOV TPOPIL®Y OV 0ryopAalovv.
["a 10 A0y0 awtd, ot Propunyavieg TpPoPipmV, o1 EUTOPOL KoL O apyES VAL VOYKaio Vo
aVOTTOEOVY TTPONYUEVEG, OMOTEAECUOTIKEG Kol YOUNAOD KOGTOLG AVGELS Yoo TN
SCPAMGON TNG TOLOTNTOG KOl TOV EVIOTIGHO SOAMMV TPOKTIKMV. X& 0LTO TO TANIG10,
N perétn avt eotialel (o) otnv molveaocpatiky oreikovion (Multispectral Imaging-
MSI), (B) ™v oacpatockomio. vEépvOpov pe petaoynuotiopd Fourier (Fourier
Transform Infrared -FTIR spectrometry) kot (y) tv epapuoyn mponyuévov pedddwmv
avaALONG OESOUEVMV Kat UMyoviknig pdnong. Ocov apopd tnv moldtnra, e£ETACTNKE
N OTOTEAECUOTIKOTNTO TOV TpoavapepOpeveoy uebodwv oe oyéon pe (o) Ttov
EVIOTICUO TNG UN-CLUUUOPOOONG HE TNV ETIKETA 1N/Kot SOM®V TPakTik®V Kot (B)

pikpoProroykn arroiwon. Ot akdAovbeg avaivoels, Erafay yopoL:

Ymv 1" mepintoon, efetdotnke n vobein Tov pooyapiciov Kiud pe yorpwo.
XpnowomomOnkav 220 moAveoacpatikés ewkoveg derypatov and 4 aveaptnreg
TEPOUATIKEG O1o01Kaoieg (KOPUATIO KPEOTOG dapopeTikng mtpoéievong). H vobeia
éywe pe Prua 10% wiw, dnpovpyovtag 11 katmyopieg (copnepirapfavouévov tov
avobevtwv  yolpvadv Kol pooyopiciwv  dsypdtwv). Metd amd éva  o6Tdo0
npoenelepyaciog ™G ewovag, epappdéotnkav mn Iepapywkn Aviivon Zvotddowv
(Hierarchical Cluster Analysis - HCA) kot Avaivorn Kvpiov Zvvietowodv (Principal
Component Analysis - PCA). TTapatnpnOnkov d& onuovtikés dtapopés uetald tmv
OLOLPOPETIKMV KOUUATIOV KPEATOS KOl TOV SOPOPETIKMV KAAcEwV dtav Kal Ta Tpia

TpOTO (ELYAPIO KOUUOTIOV KPEATOG CUUTEPIAMNPONKAY otV avdAivor. Metd v
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KOTATUNON TOV 0ed0UEVOV 0 GET EKTOIOELONG KOl EMKOHPOONG, To dESOUEVO TOV
TéTapTov (EVYOLG ¥PNOIHLOTOONKAV Yoo oveEApTNTn EMKHPOOT KOl EPAPUOGTNKOV
ot pébodot I'pappkng Atakprrikng Avdivong kot Mepikav Elayiotov Tetpaydvov
Linear Discriminant Analysis - LDA, Partial least-squares discriminant analysis —
PLSDA) v 11 kot yuo 3 (avoBevta yoipvd, pooyapicto kot voBevpéva) KAAGELC.
Xmv mepimtoon tov 11 khdoeswv, 98.48% kar 96.97% twv derypdtov
katnyoplomomOnkav evtog pog £10% watnyopiog yioo LDA kot PLSDA avtictoyya,
EVD OTNV TEPIMTOON TOV TPV eMTELYOINKE GO Katnyopronoinon 98.48%. Ta
OTOTEAECUATO TNG OVEEAPTNTNG EMKLP®ONG Mtov Ayotepo okpipn yia tv LDA,
aAld pe v PLSDA 6Aa ta delypoto Kotnyoplomomonkay cmotd, omodetkviovTog

011 10 T0606TO 10% elvar evtog twv opiwv aviyvevong.

2V devtepn mepintwon, 110 delypota Kpd Tpidv S1POPETIKOV KOUUOTIOV KPEATOG
amd pooydpt Kot GAOYo Kol EMUITAEOV EIKOVEC TOL EANEONGaV peTd arnd 6, 24 ko 48
wpeg ypnoomomdnkav ywo v aviyvevon vobeiog. H PCA ypnowomomdnke yuo
ontTikonoinon tov dedouévov, evd ot pébodor PLSDA kor Random Forest (RF) yuo
KOTNYoplomoinom UeTaED SPOPETIK®OV TocooTdV vobeiog (4 kAdoelg), avobevtmv
pooyapiciov, avobevtwv aroyiciov kot vobevpévay, avobevtov kot vobevuévav, kot
téhog petalh opéokmv Kol cvvinpnuéveov oetypdtov. Ta poviéda kotd v
avedptn emkvpwon dgv elyav vynAn axpifela. Xto T€A0g, TpoTNONKE M YPNOM
unyovov davocpdtov vroothpiEng (Support Vector Machines — SVMS) cg 600
OTAO10 TPOKEIUEVOL VO, SO MPLGTOVV TOL PPECKA OO TA CLVTNPNUEVA JEIYHOTO KO
petd to voBevpéva omd to avdbevta. ‘Etol,  emtedybnke mocootd SmGTNG

katnyoplomoinong 95.31% oto aveEdpTnTo GET EMKVPOONG.
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2mv 1pit mepintwon, eMedncav moAveacpatikéc eikdveg kat eaoupato FTIR and
KIWE ENTA SLOPOPETIKOV KOUUOATIOV KOl OO OVTIOTOUYO OTOWYVYHEVO OETYLLOTO TTOV
elyav koatayvybel otovg -20°C vy 7 ko 32 pépeg (ovvolkd 105 ewkdveg kot
oaopota). H PCA ypnowyomomnke yuo tn diepedvnon tov dedopévov, eved PLSDA
kot SVM nétuyav 100% cwotr katnyoplonoinon Hetah epECKmMV Kot AmoyuyUEVEOY
KOTE TNV €TKOp®ON Kol TV oveEAptnTn EMKVP®CN UE YPNOYT TOAVPOGLOTIKMV

ewovov. H FTIR ftav Aydtepo axping pe 93.3 kot 96.7% avtictoyya.

v 4"k 5" wepintwon, diepeuvhnke 1 aAloioon Tov Bodvov kipd. Xtnv 4"
TEPIMTOON,  YPNOMOTOWOVTIOS TN OWdlKTLOK)  gpoppoyn  “MeatReg”,
ypnooromdnkay entd dopopeTikés pEBodol yio Ty ektiunomn Tov pkpofrokon
mnBvopov. Ta dedopéva amotehovviov amd 105 delypota cvvinpnuévo ce dvo
dlapopeTikég cvokevaocies -aépag kot modified air packaging (MAP - 20% CO,/ 80%
0,)- ka1 dvo Bepuokpoaoieg (4 kor 10°C), pikpoProroyikég avarvoeig (Pseudomonads,
Lactobacilli, B. thermosphacta and Enterobacteriaceae, Ok} Mecogiln Xiwpida -
OMX). Ta dedopéva moAvpacpatikng onewkoviong kot FTIR cvykpifnkav pe avtd
amd MAEKTPOVIKN UOTH, vYpN ypouatoypagioc vyning amoddoons (HPLC) kot aépia
ypouatoypoeio/  eacpatookomio.  udlog  (GC-MS).  Ta  amotedéouarto
dlpopomombnkay apkeTd ovaioyo TO €00G TOL OPYAVOL KOU TNG OUAdNG
pikpoopyoavicpav. Ioapdia avtd vanmpée kain akpifela, pe v pébodo RF va divel ta

KOADTEPO OTOTEAEGLLOLTOL.

Opoiwc otnv 5" nepintwon, 168 deiypata Bodivod kKipd avoldOnkav og mpog v
OMX, eve mapaiinia &ywav petpnoelg FTIR. Ta deiypoata elyav cvvinpndei oe
aépa kot MAP otoug 4 ko 10°C. Xpnotpomombnke pia tpocéyyion Pacicpévn oty

uebodoroyia Twv ensemble povtédmv, 6mov 1 ektiunon g aAloimong éywve Paocet
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plog piéng amotedecudtov  empépovg vevpwvikdv dwtovwv  (artificial neural

networks). To péco TeTpaymvikd cediuo e TpoPreyns frav 0.16 (log CFU/g)?.

Kopia Emotquovike Iledio: Teomovikég Emotiueg - Mikpofroroyia Tpooipwmv,

Emotmpeg Yroloyiotdv - Mnyovik Madnon.

Aéeig-rcAerdg:  mowdTNTO.  KPEATOG, OVOAVLGY  OEdOUEVMVY, UNYOVIKY — pabnon,
TOAMDQOGCHATIKY OTEKOVIOT), POoUaTooKOoTio VEpuOpov pe petacynuationd Fourier

(FTIR).
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ABSTRACT

Currently, consumers expect constant reassurance of the origin, quality and
compliance to label of the food products they purchase. Therefore, food industries,
retailers and authorities have to develop advanced, effective and relatively low-cost
solutions for quality assurance and detection of fraudulent practices. In this context,
this study focuses on (a) Multispectral Imaging (MSI), (b) Fourier Transform Infrared
(FTIR) spectrometry and (c) the application of advanced data analysis and machine
learning methodologies. In terms of quality, the efficacy of the abovementioned
methods concerning (a) non-compliance to label/ fraud detection and (b)

microbiological spoilage is examined and the following analyses took place:

In the first case, minced beef adulteration with pork was investigated. MSI data from
220 meat samples from four independent experiments (different meat batches) were
extracted. Adulteration was performed with a 10% w/w step, creating 11 classes of
samples (including pure beef and pork). After an image preprocessing step,
Hierarchical Cluster Analysis (HCA) and Principal Component Analysis (PCA) were
applied. Meat batches displayed significant differences and different classes were less
distinguishable when the first three batches were included in the analysis. After
partitioning in training and validation sets, the fourth batch was retained for
independent/ external validation and Linear Discriminant Analysis (LDA) and Partial
Least Squares Discriminant Analysis (PLSDA) were performed for classification
among 11 classes and pure vs. adulterated samples. For the case of 11 classes, 98.48%
and 96.97% of the samples were classified within a +10% category of adulteration for

LDA and PLSDA respectively, whereas the 3-class case yielded 98.48% overall

PhD Thesis Athina I. Ropodi IX
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correct classification (OCC). Results for the external validation set, proved LDA
significantly less accurate compared to PLSDA where all samples were classified

correctly, proving that 10% is within the method’s detection limit.

In the second case, with 110 samples from three different batches of minced beef and
horsemeat and additional images captured after 6, 24 and 48 h, model performance is
investigated in terms of detection of adulteration. PCA was used for visualization
purposes, while PLSDA and Random Forest (RF) for classification among different
percentages of beef (4 classes), pure beef vs. pure horsemeat vs. adulterated samples,
pure beef and horse vs. adulterated samples and freshly-ground vs. stored minced
meat. Models significantly underperformed in independent validation. In the end, a
two stage Support Vector Machine (SVM) methodology was utilized, where freshly-
ground samples are separated from stored and then pure separated from adulterated.

The OOC of the SVM model was equal to 95.31% for independent model validation.

In the third case, multispectral images and FTIR spectra from seven different batches
of freshly-ground beef, along with MSI and FTIR spectral data after being frozen (-
20°C) for 7 and 32 days and then thawed were acquired (in total, 105 measurements
per sensor). In terms of data analysis methods, PCA was used for data exploration,
while PLSDA and SVM vyielded 100% correct classification between fresh and
frozen-then-thawed samples for MSI test and external validation sets. FTIR proved
less accurate, as PLSDA yielded 93.3 and 96.7% classification accuracy for the test

and external validation set, respectively.

In cases 4 and 5, meat and specifically minced beef spoilage is explored. In case 4,

using “MeatReg”, a web-based application, seven methods were tested for the
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prediction of bacterial counts. The dataset included 105 samples, stored in air or under
modified air packaging (MAP) conditions (20% CO,/ 80% O;) at 4 and 10°C,
microbiologically analyzed (Pseudomonads, Lactobacilli, B. thermosphacta and
Enterobacteriaceae, as well as TVC). FTIR and MSI data were compared with
electronic nose, High Performance Liquid Chromatography and Gas Chromatography
coupled to Mass Spectrometry data. Results were mixed depending on the sensor and

species counts, while RF regression yielded an overall good performance.

Similarly to case 4, in case 5, 168 minced beef samples were analyzed for TVC, while
FTIR measurements took place. Samples were stored in air or under modified air
packaging (MAP) conditions at 4 and 10°C. An ensemble-based approach was
employed where spoilage estimation was a fusion of several artificial neural networks

yielding a mean squared error equal to 0.16 (log CFU/g)*.

Main Scientific Disciplines: Agricultural Sciences - Food Microbiology, Computer

Sciences - Machine Learning.

Related keywords: meat quality, data analysis, machine learning, multispectral

imaging, Fourier Transform Infrared Spectroscopy (FTIR).
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CHAPTER 1:

MEAT QUALITY, RAPID METHODS & OBJECTIVES

PhD Thesis Athina I. Ropodi



“Determination of minced meat quality using machine learning”

1 PREAMBLE

Food quality, and meat quality especially, is of great importance to modern day
consumers. While quality may be a subjective term depending on the consumer’s
cultural and/ or economic background, as well as his or hers sensory acuity, there are
subjective criteria based on microbiological analyses that help determine a food
commodity’s quality especially in terms of microbiological spoilage (European
Commission, 2005). Additionally, nowadays European consumers expect constant
reassurance of the origin, quality and compliance to label of the food products they
purchase, following recent food scandals and detected cases of fraud (European
Commission, 2015). In order to safeguard consumer trust, food industries, retailers
and authorities have to develop advanced, effective and relatively low-cost solutions
for quality assurance and detection of fraudulent practices. In this context, rapid
methods’ potential for monitoring and controlling critical parameters of meat quality,

as well as allowing traceability and detecting fraud needs to be explored.

The technological advances of the recent years have led to a plethora of instruments/
sensors such as (i) arrays of biomimetic sensors (e-nose, e-tongue), (ii) vibrational
spectroscopy (Fourier transform infrared - FTIR, Raman) and (iii) surface chemistry
(hyper/ multispectral imaging) (Ropodi, Panagou, & Nychas, 2016). These advances
coupled with the advances in computer hardware and computer science disciplines,
including machine learning algorithms and computational intelligence methodologies,
have opened a new multi-disciplinary field where food science and conventional

microbiology meet sensor technology, software development and case-specific data
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analysis techniques in order to assist and/ or substitute traditional —and otherwise

extremely reliable— time-consuming methods.

This chapter describes what meat quality is, as defined for this PhD study and presents
some indicative applications of sensors used in previous studies. Lastly, the objectives

and overall methodology of this study are presented.

1.1 MEAT QUALITY
This study focuses on the determination of minced meat -and specifically beef-
quality. In fact, it focuses on quality in terms of (a) non-compliance to label/ fraud

detection and (b) microbiological spoilage.

1.1.1 COMPLIANCE TO LABEL & FRAUD DETECTION

As mentioned above, the safety of meat products and minced beef in particular is
extremely important following cases of microbiological outbreaks, dioxin
contamination and other threats to human health (EFSA (European Food Safety
Authority), 2015, 2017). Therefore, as consumer awareness increases, consumer trust
becomes an important factor, since it may lead to dire economic consequences for the
whole meat industry encompassing slaughterhouses, packers, importers, distribution

and supply/ transportation operations, importers, as well as retailers.

Despite those consequences, minced beef is an attractive target for fraudulent and
deceptive practices, due to its higher market price. Some practices involve

adulteration and selling frozen-then-thawed meat as fresh.
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> Meat Adulteration:

Indeed meat adulteration is a growing challenge for both the industry and the
authorities, as the nature of the adulterants is many times unknown and unpredictable.
As minced meat is the basic ingredient of beefburgers, adulteration is a serious
problem involving economic, quality, safety and socio-religious issues (Alamprese,

Casale, Sinelli, Lanteri, & Casiraghi, 2013).

Adulteration involves substitution or partial substitution of beef of obviously higher
commercial value with cheaper meats or other ingredients, such as pork or offal or by
adding proteins from several origins (Kamruzzaman, Sun, EIMasry, & Allen, 2013;

Tian, Wang, & Cui, 2013).

Several standard analytical techniques, such as immunological and enzymatic
techniques, DNA and protein-based assays and triacylglycerol analysis have been
applied to authenticate food commodities (Ballin, 2010; Soares, Amaral, Mafra, &
Oliveira, 2010). According to Ballin (2010), methods that have or could be used for
meat adulteration (with other species, tissue/ fat, and proteins) include enzyme-linked
immuno sorbent assay (ELISA), traditional and real time polymerase chain reaction
(PCR), conformation sensitive gel electrophoresis (CSGE), liquid chromatography
(LC), high performance liquid chromatography (HPLC), mass spectrometry (MS),
random amplified polymorphic DNA (RAPD) and restriction fragment length
polymorphism (RFLP). Specifically for species determination, rapidly evolving DNA-
based techniques are considered superior compared to proteins, as DNA has a higher
thermal stability and is present in the majority of cells. Furthermore, techniques like

RFLP and RAPD are able to amplify few length polymorphisms and random
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polymorphic DNA with little or no information on the sequence (Ballin, 2010),
however RAPD reproducibility has been reported to be poor (Ballin, Vogensen, &
Karlsson, 2009). In the case of sequencing, characterization of animal species depends
on the availability of known sequences used for comparison. In addition, single-strand
conformational analysis (SSCA) and conformation sensitive gel electrophoresis
(CSGE) helps provide PCR speciation. Immunological methods take advantage of
antigen-antibody interactions and are suitable for species determination. Antibodies in
commercial kits used for heated/autoclaved meat samples and can be used on-site
with results in about 15 min (Ballin, 2009). Substituting with cheap animal protein
can also be detected with ELISA methods, while commercial kits don’t necessarily
meet the strict regulatory criteria (Ballin, 2010; Ballin, 2009). Lastly, LC methods
based on protein profiles have been used for the detection of adulteration in meats.
While -as mentioned previously- DNA-based methods are the most reliable methods,
the limit of detection varies and not all of them are appropriate for quantification of
adulteration (w/w). Unknown sample composition and processing procedures
contribute to problems in correlating analytical results to meat content (w/w) (Ballin
et al., 2009). For example, mitochondrial DNA in PCR provides a good limit of
detection, but the number of mitochondria DNA copies varies in different tissues,
making difficult to correlate content with PCR results. Other problems involve DNA
extractability, DNA degradation and fat and water content. However, in real time PCR

it is possible to extract quantitative results.

In all the above methods one or more of the following apply: they can be time-
consuming, expensive, laborious, use harmful reagents, need expert laboratory staff

and are dependent on rigorously following a standardized protocol to obtain accuracy
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(Ding & Xu, 1999). As multispectral imaging requires only basic training in a user-
friendly software, a few minutes for image acquisition and processing and no cost at
all —excluding initial instrument and software purchase- it is only logical to explore
the applicability of such a method. However, this approach does not reject the
previous methods, but could work in conjunction with one of them for large scale and
possibly on-line cases in order to reduce cost and increase the number of samples

analyzed.

> Frozen-then-thawed meat:

In many cases, frozen-then-thawed meat is sold as fresh. This may not necessarily
impact food safety per se; however it has an impact on the credibility of the food
industries. Additionally, this case of fraud has obvious financial motives as the seller
is profited doubly -first by extending a product’s shelf-life and secondly by selling

frozen meat at a higher price.

Various analytical methods have been proposed for the detection of frozen-then-
thawed meat including enzymatic, DNA-based, microscopic and sensory techniques
(Ballin & Lametsch, 2008). Again the most common are enzymatic and DNA-based
techniques and the detection is based on the DNA damage occurring by freezing. In
the first case, the most common method is the b-hydroxyacyl-CoA-dehydrogenase
method (HADH) that takes advantage of the disruption of mitochondria, but is not
appropriate for minced meat. In the second case, one method is the Comet assay on
electrophoresis of lysed cells embedded in agarose on a microscopic slide which
detects DNA damage or the more recent technology of real time PCR for measuring

DNA fragmentation.
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1.1.2 MEAT SPOILAGE & FACTORS AFFECTING SPOILAGE

Spoilage can be considered an ecological phenomenon where the proliferation of the
microbial association of the stored meat -called specific spoilage organisms (SSO)-
occurs. This phenomenon is accompanied by changes in the available components. It
is actually the establishment of a maximum population called Ephemeral/ specific
spoilage micro-organisms [E(S)SQO] -an small fraction of the SSO- spoilage depends
upon. The exponential nature of microbial growth and its resulting metabolism is
associated with off-odors, slime etc., which are often described as meat spoilage

(Nychas & Skandamis, 2005; Nychas, Skandamis, Tassou, & Koutsoumanis, 2008).

Five key factors determine the impact on quality/ spoilage -intrinsic, processing,
extrinsic, implicit, and the emergent effect- and their combination contributes in

spoilage.

Intrinsic factors are water activity, acidity, redox potential, available nutrients and
natural antimicrobial substances, whereas extrinsic refer to environmental factors
during storage, e.g. temperature, humidity and atmosphere composition. Physical or
chemical treatments change the microbiota associated with the product. Implicit
parameters are the result of the development of a microorganism which may have a
synergistic or antagonistic effect on the microbial activity of other microbial
communities present in the food product. Often, these individual factors interact to
produce an combined effect on final meat quality (Argyri, 2010; Nychas &
Skandamis, 2005; Nychas et al., 2008). From the above, it is clear that throughout the
distribution chain the most important extrinsic factors are storage temperature and

atmosphere composition connected to packaging:
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» Temperature/ chill storage:

Temperature appears to be the most important factor that influences spoilage and chill
storage conditions can effect significantly the type, composition and population of the
microbiological association, resulting to the microbiota being dominated by
psychrotrophs and delaying the onset of spoilage. No taxonomic restriction of
phychrotrophic organisms is evident and mesophiles although cannot grow they are

not necessarily killed (Koutsoumanis & Taoukis, 2005).

» Storage under aerobic conditions:

A consortium of bacteria responsible for spoilage in aerobic conditions is usually
dominated by Pseudomonas spp. (especially Ps. fragi, Ps. fluorescence, Ps. putida,
and Ps. Ludensis), causing slime and odor production. While Brochothrix
thermosphacta and cold-tolerant Enterobacteriaceae (e.g. Hafnia alvei, Serratia
liqguefaciens and Enterobacter agglomerans), are known to occur on aerobically
muscle foods they do not contribute in terms of population to the microbial
associations. Lactic acid bacteria (LAB), although detected in aerobically spoiled

chilled meat, are not considered to be important in beef (Nychas et al., 2008).

» Storage under vacuum or MAP (Modified atmosphere packaging):

The choice of atmosphere (usually a mix of oxygen, carbon dioxide and nitrogen) can
increase product shelf life. Both vacuum and MAP conditions, change the microbiota,
as the high carbon dioxide concentration inhibits pseudomonads and gram-positives,
particularly LAB (e.g., Lactobacillus, Leuconostoc, Lactococcus and Carnobacterium

spp.) typically develop on meat. Both LAB and B. Thermosphacta are the main,
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causes of spoilage characterized by muscle souring (Argyri, 2010; Nychas et al.,

2008).

1.2 SENSOR-BASED RAPID METHODOLOGIES

The product’s history and origin, but also the by-products of the abovementioned
metabolic activity of microorganisms, synthesize a unique biochemical profile/
fingerprint. The principle of rapid methods is that they could detect this fingerprint
and apply this knowledge in order to indirectly evaluate quality and/ or safety (Ellis &

Goodacre, 2001; Nychas et al., 2008).

A comprehensive review for the determination of food quality is presented in detail in
section 1.2.4 regarding applications of MSI and FTIR and various types of meat and
section 1.3.3 for the detailed presentation of various data analysis methodologies
employed for various types of foodstuff. These methods refer to (i) arrays of
biomimetic sensors (such as electronic noses), (ii) spectroscopy and particularly
vibrational spectroscopy referring to Fourier transform infrared - FTIR and Raman
spectroscopy and (iii) the so-called surface chemistry based on advanced imaging, i.e.
hyper-/multi-spectral imaging — HSI/ MSI) (Argyri, Panagou, & Nychas, 2014;
Kamruzzaman, Maniko, & Oshita, 2014; Loutfi, Coradeschi, Mani, Shankar, &
Rayappan, 2015; Nunes, 2014; Qin, Chao, Kim, Lu, & Burks, 2013; Sun, Reddy
Gangidi, & Proctor, 2009; Teena, Manickavasagan, Mothershaw, El Hadi, & Jayas,
2013; Velusamy, Arshak, Korostynska, Oliwa, & Adley, 2010; Xiong, Sun, Zeng, &
Xie, 2014). This study focuses primarily on imaging and vibrational spectroscopy,

particularly MSI and FTIR.
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1.2.1 HYPERSPECTRAL & MULTISPECTRAL IMAGING

HSI and MSI principles are very similar and closely related with disciplines
connected with Computer Vision. As with any optical technology, a sensor measures
the interaction between light and molecules in the matter. The main advantage of this
technique is that it is completely non-invasive, as image acquisition may theoretically
take place without any interruption in the distribution chain since the sample is not
destroyed. The main difference with simple every day images that imitate human
vision and can be synthesized using three bands (red, green, blue - RGB colors) is that
these types of images consist of tens (MSI) or hundreds (HSI) different wavelengths.
Working in the visible range, the features obtained by computer vision include shape,
color, size, and texture (Haralick & Shapiro, 1991). However, only occasionally is this
method reported to be sufficient for detecting chemical and biological parameters.
Indeed, various wavelengths are used by these instrument that go beyond visible and

more commonly in the infrared (IR) spectrum.

The greatest difference between HSI and MSI is that HSI offers “continuous” for all
purposes measurements from over a hundred wavelengths leading to high degree of
collinearity in measurement values, whereas MSI offers measurements from tens of
distinct wavelengths (usually up to 20), however missing the level of detail that HSI
provides. This way, for every pixel (pixel: picture element) corresponding to an
extremely small area in the actual sample surface, a distinct measurement is acquired.
Therefore, the data acquired can be presented as a three dimensional (3D) data cube
where a “spatial” and a “spectral” dimension are provided. Spatial meaning the
measurement value for each pixel in a specific wavelength and spectral the intensity

values of each pixel in the whole wavelength range (resembling a spectroscopic
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profile), as shown in Figure 1.1(a). This way, they can also be used to generate
“chemical maps” so as to show distributions of parameters of interest (Ropodi et al.,

2016; Tsakanikas, Pavlidis, Panagou, & Nychas, 2016).

Spatial
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Figure 1.1 (a) Spectral and spatial dimensions of an indicative multispectral image of minced beef, (b)
indicative FTIR spectrum of minced beef in the wavenumber range 1800-800cm’™

Both these techniques have their own disadvantages: While HSI combines the merits
of spectroscopy and computer vision, the rich information in HSI also results in

difficulties in data processing, due to the high volume of data and the high degree of
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collinearity observed. Advanced methodologies for image processing and wavelength
selection have to be employed with HSI making it difficult for industrial online
applications. In a sense, MSI is a simplified version where this problem is solved and
iIs relatively cheaper to buy. However, the success of MSI is dependent on the actual
wavelengths selected, and have to be chosen accordingly based on the application and
the type of sample so as not to not to lose important information and/ or add bias in
the measurement. In a way a successful MSI relies on previous knowledge and the
efficiency of HSI for providing the important wavelengths. On the other hand, with
HSI several options are available -near-infrared HSI, fluorescence HSI and Raman
HSI- which provide great flexibility in finding solutions for all sorts of detection
problems, versatility for creating wide applications in food inspection. Several review
papers have been published regarding the applicability in different aspects of food

quality (Gowen, Feng, Gaston, & Valdramidis, 2015; D. Liu, Zeng, & Sun, 2015).

1.2.2 VIBRATIONAL SPECTROSCOPY & INFRARED SPECTROSCOPY

Vibrational Spectroscopy (VS) is a collective term used to describe both analytical
techniques; infrared and Raman spectroscopy. Infrared (IR) and Raman spectroscopy
are considered non-destructive, slightly-invasive tools. The molecular composition,
structure and interactions within a sample can be inferred by the absorbance/ intensity
values using only a small percentage of the sample for spectroscopic measurements.
Both techniques measure energy levels, which are associated with the chemical bonds
in the sample and therefore characteristic, like a fingerprint. The original limitations
in the low scanning process of IR instruments was overcome using Fourier Transform
Infrared (FTIR) spectroscopy, which allows for measuring all of the infrared

frequencies simultaneously, rather than individually. As infrared energy is emitted,
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the beam is transmitted through or reflected off the surface of the sample and a

detector measures the final signal.

IR and Raman spectroscopy have found a wide variety of applications in food quality
analysis. In the case of IR, several studies have been applied in the evaluation of food
spoilage, including not only meat but animal origin foods such as milk and cheese,
and plant origin foods like wheat, fruit spirits and beer (Argyri et al., 2014; Damez &
Clerjon, 2013). On the other hand, the studies reported for evaluating food spoilage
through the use of Raman spectroscopy are rather limited, including food products

such as meat and milk.

The resulting data for FTIR spectroscopy are two-dimensional, i.e. spectra consisting
of a wavenumber and the value of the measured parameter. In Figure 1.1(b) an
example of an FTIR spectrum of a minced beef sample is presented, where for a

specific wavenumber a single value of absorbance is acquired.

1.2.3 IMAGE & FTIR PREPROCESSING
It is evident that MSI/ HSI data are extremely informative, but also very complex, so
an image-preprocessing step has to be applied both in the spectral and in the spatial

domain. The same applies for FTIR spectra.

Several methods for pre-processing before data analysis, and their combinations, have
been proposed, as FTIR measurements are affected by noise and sometimes display
baseline and scatter effects. Depending on the case, pre-processing methods have been
known to vary, some of those being: first or second derivatives, Wavelet Transform
(WT), detrending, Multiplicative Scatter Correction (MSC) or its extended form

(EMSC), and Standard Normal Variate (SNV) transformation (Argyri et al., 2014;
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Engel et al., 2013; Jarvis & Goodacre, 2005). Depending on the use-case, different
methods provide different results (Biancolillo, Bucci, Magri, Magri, & Marini, 2014;
Coppa et al., 2014). In fact, in a previous study, a genetic algorithm was employed in
order to decide the appropriate method or combination of methods for FTIR spectra

pretreatment (Jarvis & Goodacre, 2005).

Furthermore, as mentioned above, in the case of HSI the spectral bands are highly
collinear and therefore have redundant information, while all images are susceptible
to noise and other artifacts. Pre-processing includes -among others- radiometrics,
spectral axis calibrations, removal of noise, blur and distortions. Noise in the spectra
maybe decreased using median filtering and Savitzky Golay (SG) smoothing, which
can also be applied in the spatial domain. Lastly, techniques described above for
spectroscopy may be used to overcome unwanted spectral variation due to the natural
morphology of food samples and/ or non-uniform lighting (Gowen et al., 2015;

Kamruzzaman, Barbin, EIMasry, Sun, & Allen, 2012).

In the case of imaging however, an image-preprocessing step will be necessary for
image segmentation and extraction of imaging features. The segmentation step is
applied in order remove unwanted areas of an image, e.g. to remove image
background and select a region of interest (ROI) (Teena et al., 2013). This step may
include techniques ranging from simple thresholds to complex machine learning and
artificial intelligence algorithms. After segmentation, basic features are extracted for
further analysis. These consist of simple statistical measures, e.g. mean pixel intensity
per wavelength, or more complex data, such as textural characteristics (Duchesne,

Liu, & MacGregor, 2012; Haralick, Shanmugam, & Dinstein, 1973; Ma et al., 2015;
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Panagou, Papadopoulou, Carstensen, & Nychas, 2014; Ropodi, Pavlidis, Mohareb,

Panagou, & Nychas, 2015; Ropodi, Panagou, & Nychas, 2017).

1.2.4 LITERATURE REVIEW

In Table 1.1, the most relevant publications concerning meat in general and beef in

particular using similar rapid analytical techniques for estimation of quality are

presented along with the purpose of the study.

Table 1.1 List of representative studies using imaging or spectroscopy

Reference

Sensor type

Food type

Purpose

Alamprese et al., 2013

Al-Jowder et al., 1997

Ammor et al., 2009

Argyri etal., 2013

Barbin et al., 2013

Boyaci et al., 2014

Ding & Xu, 1999

Dissing et al., 2013

Downey & Beauchéne,
1997

Ellis et al., 2005

Feng & Sun, 2013

Huang et al., 2013

Kamruzzaman et al.,
2013

Kamruzzaman et al.,
2012

PhD Thesis

Spectroscopy

Spectroscopy

Spectroscopy

Spectroscopy

HSI

Spectroscopy

Spectroscopy

MSI

Spectroscopy

Spectroscopy

HSI

HSI

HSI

HSI

minced beef adulterated with
turkey

minced chicken, pork &
turkey

minced beef

minced beef

pork fillets

beef adulterated with
horsemeat

beef vs. kangaroo

minced pork

beef fillets

chicken vs. turkey

chicken fillet

pork fillets

minced lamb adulterated
with pork

pork, beef and lamb, fillets
& minced
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Adulteration

Frozen-then-thawed
detection

Spoilage

Spoilage

Frozen-then-thawed
detection

Adulteration

Discrimination among types
of meat

Spoilage

Frozen-then-thawed
detection

Discrimination among types
of meat

Spoilage

Spoilage

Adulteration

Discrimination among types
of meat
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Frozen-then-thawed

Ma et al., 2015 HSI pork fillets detection

minced beef adulterated with

pork, fat trimming & offal Adulteration

Morsy& Sun, 2013 Spectroscopy

Panagou et al., 2014 MSI beef fillets Spoilage

Frozen-then-thawed

Puet al., 2015 HSI pork fillets detection

beef meatballs adulterated

Rohman et al., 2011 Spectroscopy Adulteration

with pork
Tsakanikas et al., 2016 MSI beef fillets Spoilage
Zhao et al., 2014 Spectroscopy beefburgebrzea}dgfl;[zlr ated with Adulteration

In terms of spoilage prediction, both imaging and spectroscopy have been employed
in recent years. In 2009, FTIR spectra were employed for spoilage estimation (total
viable counts -TVC) using partial least-squares regression and for classification based
on sensory quality (Ammor, Argyri, & Nychas, 2009). In addition to this, Argyri et al.
(2013) utilized FTIR and Raman spectra for spoilage employing more advanced data
analytics techniques. MSI has already been used in minced pork and beef fillets for
spoilage estimation (Dissing et al., 2013; Efstathios Z. Panagou et al., 2014).
Recently, MSI combined with advance computer vision technologies was employed
for discrimination of meat samples based on microbiological criteria (TVC) and
guantitative estimation of microbial counts during storage (Tsakanikas et al., 2016).
Imaging (HSI) has also been applied in chicken as well as pork fillets (Feng & Sun,

2013; Huang, Zhao, Chen, & Zhang, 2013).

In the case of discrimination among different types of meat and adulteration some
work has also been done apart from the studies mentioned in this thesis. In particular
Vis-NIR spectroscopy was used for the discrimination between beef and kangaroo

meat (Ding & Xu, 1999), Raman and FTIR spectra for chicken vs. turkey (Ellis,
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Broadhurst, Clarke, & Goodacre, 2005) and HSI was used for the differentiation

among pork, beef and lamb (fillets or minced) (Kamruzzaman et al., 2012).

In the case of adulteration, beef has been explored in several studies, as it is an
attractive target: Using spectroscopy, Alamprese et al. (2013) explored the case of
adulteration with turkey meat, while Morsy & Sun (2013) the case of adulteration
with pork, fat trimming and offal. Adulteration with offal was also explored in
beefburgers and meatballs by Zhao, Downey, & O’Donnell (2014) and Rohman,
Sismindari, Erwanto, & Che Man (2011), respectively. One the other hand, Raman
spectroscopy was used for beef adulteration with horsemeat (Boyaci et al., 2014), and

HSI for lamb adulteration with pork (Kamruzzaman et al., 2013).

Furthermore, Al-Jowder et al. (1997) used spectroscopic data from minced turkey,
pork and chicken to discriminate between fresh and frozen-then-thawed samples,
whereas Downey & Beauchéne (1997) did the same for beef (m. longissimus dorsi)
which was subjected to multiple (1-3) freeze-thawing cycles. The detection of frozen-
then-thawed pork samples has been explored extensively with HSI (Barbin, Sun, &

Su, 2013; Pu, Sun, Ma, & Cheng, 2015).

1.3 DATA ANALYSIS: CHEMOMETRICS, MACHINE LEARNING &
COMPUTATIONAL INTELLIGENCE

With the development of sensors, a new type of “problem” emerges. Food scientists
are now able to acquire a large amount of data, creating a data flood, but their analysis
is exponentially complex. The new multivariate datasets now -simply represented-

consist of a large number of variables (x-data) that correspond to an observed value or
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category (y-data). In this study, y-data may be the microbiological measurements for a
regression problem or a category for quality, (e.g. freshly-ground vs. frozen-then-

thawed).

1.3.1 DEFINITIONS

As mentioned, the datasets display high complexity and are obviously difficult to
inspect and visualize. For this reason, a deeper understanding of mathematics,
statistics and computer science disciplines, disciplines beyond the scope of food
scientists’ and microbiologists’ educations in the past, is necessary. The combination
of these disciplines has brought the use of Chemometrics, machine learning,
evolutionary computation/ computational intelligence methods in order to contribute
in the visualization, dimensionality reduction, analysis, estimation of future results

and presentation of each variable's contribution to the final result.

» Chemometrics:

It is defined as “the chemical discipline that uses mathematical and statistical
methods, to (i) design or select optimal measurement procedures and experiments, and
(if) provide maximum chemical information by analyzing chemical or signal data
generated by modern analytical instrumentation” (Otto, 2007). The term implies the
data-driven extraction of information from chemical systems. In fact, due to
continuously developed instrumentation, various chemometric methods were
developed. Therefore, one of the initial aims of chemometrics was to make
complicated mathematical methods practicable. Today many open-source and
commercialized statistical and numerical software simplify this process, so that all

important chemometric methods can be taught in appropriate computer
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demonstrations (Brereton, 2014). In general, chemometrics is a highly interfacial
discipline, using methods frequently employed in core data-analytic disciplines, such
as multivariate statistics, applied mathematics, and computer science, to address
problems not only in chemistry, but also to biochemistry, medicine, biology, chemical

engineering and in this case-food science (Ropodi et al., 2016).

» Machine learning (ML):

The development and application of algorithms so as to “learn” from data consists the
scientific discipline of machine learning. This way, inputs are used to construct a
model in order to make predictions and/ or decisions (Kohavi & Provost, 1998). As a
subfield of computer science, machine learning addresses problems in various fields
and employs methodologies connected with fields, such as statistics and mathematics,
which can go beyond explicit programming and overlap with computational
intelligence. Machine learning has been used for various subfields and applications

that could be exploited also in food science, e.g. computer vision.

» Computational intelligence/ evolutionary computation:

Computational intelligence is a well-established discipline, where theories inspired by
sound biological examples have been evolving. The area is heterogeneous including
technologies such as neural networks, fuzzy systems, evolutionary computation,
swarm intelligence, probabilistic reasoning, multi-agent systems, etc. (Sumathi &

Surekha, 2010).

Evolutionary computation is another subfield of computational intelligence where an
iterative procedure based on the concept of evolution and natural genetics is used for

the optimization of the applied algorithms. Specifically, algorithms deal with the
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iterative growth of a population inspired by the mechanisms of evolution combined
with a selection process, where a procedure is repeated multiple times until the
stopping criteria are satisfied. Evolutionary computation has many applications in
diverse fields, including food science, and provides highly optimized processes, but is
also highly computationally intensive. Some of these algorithms include genetic
algorithms (GAs), evolution strategies, evolutionary programming, and genetic

programming (GP) (Argyri et al., 2013).

The aforementioned disciplines are very closely connected, sometimes overlapping
and therefore difficult to separate. As, depending on the dataset, even the simplest
solution may be enough, a data analyst should be familiar with all these approaches in
order to offer the best approach. In this context, ML or computational intelligence

should include even the simplest Chemometric methods.

1.3.2 CATEGORIZATION OF METHODS
All methods are divided in three major categories: supervised, unsupervised and

reinforcement learning.

» Unsupervised learning consists of detecting data-driven underlying structures
and groupings without any prior knowledge. It is based on cluster analysis
(Everitt, Landau, Leese, & Stahl, 2011) and focuses on finding how similar is
one sample to another using various approaches.

» In supervised learning, the objective is to model and/ or map the input
variables (x-data) based on the output (y-data) (Goodacre, 2003). Supervised
techniques, whether for regression or classification, tend to work well, as they

take into account the actual knowledge of the target output. On the other hand,
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model development and calibration are more complex and a number of hyper-
parameters have to be adjusted, using e.g. cross-validation, grid search, based
on criteria such as Root Mean Squared Error (RMSE). The process of
developing the model is called calibration or training and may be simple or
highly complicated depending on the method. After model training, the model
can be used to predict the category or the output value of a new sample.

» Reinforcement learning is when the model interacts in the context of the
dynamic environment and improves its performance based on goal without
explicitly “knowing” if the goal is achieved (Sutton & Barto, 1998). However,
this approach has not been used in the food industry yet and is not within the

purposes of this study.

1.3.3 PRESENTATION OF METHODS

In the case of unsupervised techniques, undoubtedly Hierarchical Cluster Analysis
(HCA) and Principal Component Analysis (PCA) have been utilized in several food
applications (Argyri et al., 2014). In the first, a distance metric (not necessarily
Euclidean) is employed in order to calculate the distance among objects. The results
are further processed with an agglomerative distance algorithm leading to the
construction of a dendrogram that connects the samples according to their similarities
to each other (Everitt et al., 2011). PCA, on the other hand, is one of the most
extensively employed methodologies. The reason for its popularity is that it can
manipulate a multivariate dataset and “translate” it into a dataset of orthogonal
components, called “Principal Components” (PCs). The order of the components is
determined by the percentage of variability explained in a descending order (Jolliffe,

2002). One of the most common applications of PCA is the use of PCA score plots
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(for the most important components) so as to help visualize the samples using a 2D or
3D projection of the samples. That way the analyst may observe groups of samples or
outlying samples, indicating similarities or dissimilarities. Furthermore, it is a widely
used method that enables a significant reduction of dimensionality, choosing
uncorrelated variables, i.e. the PCs explaining most of the variance in the dataset.
Furthermore, it can be used in outlier detection and highlighting important features to
be used for further analysis, a process known as variable selection (Argyri et al., 2014;

Goodacre, 2003).

Supervised techniques consist of developing models for qualitative or quantitative
estimation based on previous data and their corresponding category or value
respectively. In detail, the estimation of the categories refers to classification models,
whereas value estimation/ prediction refers to regression models. For example,
Discriminant Function Analysis (DFA) or Canonical Variate Analysis (CVA) is a
cluster analysis based method that is used to classify individuals into two or more
predetermined groups (Berrueta, Alonso-Salces, & Héberger, 2007). As far as linear
regression methods are concerned, some extensively used in food applications are
Multiple Linear Regression (MLR), Principal Component Regression (PCR) and
Partial Least Squares Regression (PLSR) (Goodacre, 2003). Indeed, MLR is the
simplest form of linear regression, based on least squares, but it has problems with
collinearity. While PCR uses PCA to extract the new components (PCs), PLSR
projects both observed and predicted values in a feature space and a linear regression
model is established (de Jong, 1993; Wold, Sjostrom, & Eriksson, 2001). It is also
considered a linear method in the sense that the new components are linear

combinations of the original variables (Boulesteix & Strimmer, 2007). The latter is a
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very common approach and has many variations for variable selection and interval
selection methodologies, e.g. interval partial least squares (iPLS), windows PLS and
iterative PLS (Xiaobo, Jiewen, Povey, Holmes, & Hanpin, 2010). Lastly, coupled
with Linear Discriminant Analysis (LDA), it can be extended to PLSDA for

classification purposes (Barker & Rayens, 2003).

While the previous methods have been extensively implemented, lately methods
based on more complicated algorithms involving machine learning and computational
intelligence have been introduced. Some methodologies found in research articles and
reviews are Artificial Neural Networks (ANNSs), Support Vector Machines (SVMs)
and evolutionary-based algorithms, including Genetic Algorithms (GAs) and Genetic
Programming (GP). The latter algorithms are used for optimization purposes. ANNs
are inspired from the biological paradigms of the human brain and the function of
neurons and can be used for both classification and regression purposes. The building
block of every neural network is a neuron where each of its inputs is multiplied by a
connection weight and -in the simplest case- these products are simply added together,
fed through a transfer function to generate an output. As there are various ways that
these neurons can be connected, thus creating diverse network topologies, learning
rules, transfer functions, summation functions is very important (Sumathi & Surekha,
2010). The most commonly applied ANNs are Multilayer Perceptrons (MLPs) and
Radial Basis Function (RBF). Another ML method is SVMs that maps the input space
in to a higher dimensional feature space using a kernel function so as to construct a
maximum separation hyper-plane (Cortes & Vapnik, 1995). From the usual choices
for kernel functions, namely linear, polynomial, sigmoid, and radial basis function

(RBF), linear and RBF are the most common. There are also SVM regression (SVR)
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models for value estimation purposes (Balabin & Lomakina, 2011). For a given
regression problem, the goal of SVM is to find the optimal hyper-plane from which
the distance to all the data points is minimum. The performance of SVMs depends on
several factors including the kernel function type and its corresponding
hyperparameter(s). Other approaches include ensemble modeling, the rationale of
which is developing several of classifiers where the final prediction is a result of
combining the individual prediction of the classifiers, e.g. Random Forest (RF)
algorithm (Breiman, 2001; Liu, Wang, Wang, & Li, 2013). Lastly, the evolutionary-
based algorithms are iterative processes mimicking growth or development in a
population. GAs use Darwin's “survival of the fittest” strategy and reproduction
operators to select the optimal set of features or parameters. A given GA can be used
for feature selection and/ or the optimal adjustment of parameters, but these features
or parameters are evaluated by a predetermined function, e.g. using a PLS method

(Luke, 2003).

In Table 1.2, representative examples of machine learning methodologies combined

with various sensors for different types of foodstuff are presented.

Vibrational spectroscopy, imaging, and e-nose have been used to predict microbial
quality by Huang et al. (2014). The study attempted to measure total volatile basic
nitrogen (TVB-N) content in pork meat and yielded a coefficient of determination
equal to 0.9527 in the prediction set. Principal component analysis (PCA) was used to
achieve data fusion based on these characteristic variables from 3 different sensors
data and back-propagation artificial neural network (BP-ANN) was used to construct
the model for TVB-N content prediction. Compared with single technique, integrating

the three techniques, in this paper, has its own superiority.
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Table 1.2 List of representative rapid method applications with their corresponding data analysis
methodologies. Modified from Ropodi et al. (2016).

Sensor Food

Reference Purpose Data analysis method
type type
Alamprese et Detection of
al., 2013 Spectroscopy  beef, turkey adulteration PCA, LDA, PLSR
Argyri etal., Spectrosco Minced Spoilage/ PLSR,GA-GP, GA-ANN, SVR
2013 P Py beef sensory (various kernel function)
Coppaetal., . Fatty acid PLS and modified PLS
2014 Spectroscopy Milk composition (MPLS)
da Costa . . Trans-fatty acid
Filho, 2014 Spectroscopy  Edible oils determination PLSR
Chicken, Authent_lcatlon
_ pork, of species and
Ellis etal, Spectroscopy turkey, the distinct PC-DFA, GA-MLR
2005 muscle groups
lamb and .
within these
beef h
species
Fuetal., 2014 Imagin Milk Adulteration Spectral similarity measures
B ging powders P y
Govvze(;logt al., Imaging Mushrooms  Bruise detection PCA
He, Szuonl,:t al, Imaging Salmon Spoilage (LAB) LS-SVM
Imaging, e-
Huang et al., Freshness (TVB-
2014 nose, Pork N content) PCA, BP-ANN
spectroscopy
Liu et al b(e)vr:rnagz Authentication/
B e-tongue crage, discrimination PCA, BP-ANN, SVM, RF
2013 Chinese
. among brands
vinegar
Mohareb etal., e-nose Beef fillets Spoilage/ Ensemble SVM & SVR
2016 sensory
Pan et al., Detection of
2014 e-nose strawberry fungal disease PCA, ANN (MLP)
Panagou etal., o e Table Sensory PCA, HCA, DFA, MLP-NN
2008 olives
Panagngjft al, Imaging Beef fillets Spoilage HCA, PLSR, PLS-DA
Papadopoulou i . Spoilage/ PCA-DFA
etal., 2013 e-nose Beef fillets sensory SVM & SVR (RBF kernel)
Discrimination
Qiuetal., e-nose, e- Strgvyberry among LDA, PLSR, SVM, RF
2014 tongue juice processing
approaches
Sharifzadeh et . Monitoring meat PCA vs. linear, non-llne_ar and
al. 2014 Imaging Meat color kernel-based regression
B methods (ANNs & SVM)
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Tsakanikas et

al.. 2016 Imaging Beef fillets  Spoilage (TVC) SVR
Wilson et al., Catfish Sensory/ off-
2013 e-nose fillets flavor detection PCA, ANN, QF
Wu et al., . Detection of
2013 Imaging prawn adulteration UVE-SPA-LS-SVM
. e-nose, .
Zakaria etal, acoustic mangoes Rlpengss/ PCA, LDA, LDA- ANN
2012 maturity
sensor
Zhang et al., Firmness, sugar
2012 e-nose peach content, acidity PCA, LDA, PCR, PLSR
. PLS-DA, SIMCA, low & mid
Zhao et al., Spectrosco beefburger Detection of level fusion strategies based on
2014 P Py g adulteration g

PLS

A variety of methodologies was employed by Argyri et al. (2013) including PLSR,
GP, GA, ANNs and SVM regression (SVR) with linear, polynomial, radial basis and
sigmoid kernel functions for the comparison of FTIR and Raman spectroscopic
techniques based on microbial and sensory data from minced beef samples. Results
indicated a slightly better performance for FTIR models, while PLS and SVM models
performed better in predicting microbial counts. Sensory categories were better
estimated with the GA-GP model using the FTIR data, whereas the GA-ANN model
performed better in predicting the sensory scores using the Raman data. Panagou et al.
(2014) studied the potential of MSI in the visible and shortwave near infrared area
(405-970 nm) in assessing the microbial quality of beef fillets stored at different
isothermal conditions, using HCA, PLSR for prediction and PLSDA for
discrimination among 3 microbial classes. It is interesting to note that models were
validated with independent test samples stored at two new temperatures with
satisfactory results for model calibration and validation. The same sensor was

employed in order to discriminate between different microbial classes and estimate
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TVC for beef fillets achieving good performance with overall correct classification
rate for the two quality classes ranging from 89.2% to 80.8% for model validation and
for the calculated regression results an R-square of 0.98 (Tsakanikas et al., 2016). In
another case, imaging —specifically HSI- has also been employed to evaluate spoilage
of farmed salmon by lactic acid bacteria (LAB) during cold storage applying the LS-
SVM and Competitive adaptive reweighted sampling (CARS) algorithm in order to
reduce spectral redundancy and identify the most informative wavelengths related
with LAB prediction (He, Sun, & Wu, 2014). The derived LS-SVM model using 239
wavelengths yielded a regression coefficient of prediction Rp equal to 0.929 and
RMSEP 0.515, very similar to the CARS-LS-SVM model using only 8 wavelengths
(Rp= 0.925, RMSEP= 0.531). SVMs were used for both classification and regression
of microbial and sensory characteristics respectively coupled with electronic nose
measurements (Papadopoulou, Panagou, Mohareb, & Nychas, 2013). The resulting
SVR model exhibited a mean correlation coefficient between observed and predicted
counts in the test datasets equal to 0.863 for TVC, whereas in the case of the sensory
categories fresh, semi-fresh, and spoiled, the average sensitivity values were 85.7,
87.3, and 88.9%, respectively. PCA followed by discriminant function analysis (DFA)
were also employed but results were not satisfactory. The previous SVM
methodology was further extended by Mohareb et al. (2016) where an ensemble
learning method for SVMs was employed. Indeed, results were improved yielding an
overall accuracy of 84.1% compared to 72.7% in the case of the single SVM model.
E-nose has been applied for the discrimination of table olives’ quality based on
sensory score, using ANNSs and specifically MLPs, where the classification accuracy
for acceptable, marginal and unacceptable samples was ca. 90%, 78% and 52%,

respectively (Panagou et al., 2008).
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Imaging techniques have also been used in order to recognize and/or discriminate
based on external features, e.g. for bruise detection in mushrooms Gowen et al. (2008)
by two classification methodologies based on PCA: (a) applying PCA to entire
hypercube and classify based on the 2" pC, and (b) multiplying hypercube by loading
function and classifying the resultant virtual image. Results showed that using virtual
prediction image resulted in better classification in all cases except for the
classification of one category, where the first and second method resulted in 100%
and 90% correct classification, respectively. Furthermore, multispectral imaging has
been used as a method for monitoring meat color (Sharifzadeh, Clemmensen,
Borggaard, Steier, & Ersbell, 2014). The authors compared PCA with a wide range of
linear, non-linear, kernel-based regression and sparse regression methods coupled
with variable selection methodologies, and linear ridge regression combined with the
proposed elastic net-based feature selection strategy provided the best results. Other
applications include assessment of meat tenderness and freshness, moisture and
firmness of fruits, etc. (Dai, Sun, Xiong, Cheng, & Zeng, 2014), where the majority of
these applications involve the use of PLSR, but also other methods mentioned above.
PLSR and PCR were also used in order to predict quality indices of peaches, such as
firmness, acidity and sugar content based on e-nose measurements (Zhang, Wang, Ye,
& Chang, 2012). Models were carefully chosen so as to achieve high performance. In
fact, PLS models displayed correlation coefficients ranging from 0.83 to 0.86.
Additionally, a low-level fusion of e-nose and acoustic sensor data was also
performed by Zakaria et al. (2012) in order to improve classification among different
levels of ripeness and maturity of mangoes. Results were improved in the case of
LDA after the fusion process, with 99.8% of grouped cases classified correctly after

LOOCV. However, very promising testing results were achieved when an
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unsupervised Competitive Learning ANN was employed as the prediction accuracy
ranged from 66.7% to 84.4%. E-nose sensors have also been applied for the
discrimination between good-flavor vs. off-flavor catfish meat samples (Wilson,
Oberle, & Oberle, 2013) applying PCA for exploratory analysis and a statistical
algorithm called Quality Factor (QF) analysis that determines statistical distances
between profiles of classes measured using Euclidean distance. In addition, a profile
measurement library was developed based on ANNs for class prediction and 91.4% of

all catfish samples were classified correctly.

As fatty-acid composition is an important quality parameter, chemometric methods
(PCA and PLS variants) have been applied to spectroscopic data in order to predict
fatty-acid composition in milk and barley and trans-fatty acid in edible oils (Coppa et
al., 2014; Cozzolino, 2014; da Costa Filho, 2014). In the case of fresh and thawed
milk (Coppa et al., 2014) regressions were calculated with both partial least square
(PLS) and modified partial least square (MPLS) with various preprocessing steps,
while PCA was used for feature selection based on loadings. Most models showed
high performance indicating that near and medium-IR spectroscopy could be used for

routine milk FA composition estimation.

Some work has also been done in food quality assessment and MLPs. MLP networks
have been applied for detection and classification of pathogenic fungal diseases in
strawberries (Pan, Zhang, Zhu, Mao, & Tu, 2014), with three common pathogenic
fungi. Decay was evident with PCA and MLP prediction accuracy of the fungal
infection type for the four groups reached 96.6%. HSI has several other applications
in food safety, e.g. detection of parasitic nematodes (cod worms, seal worms, whale

worms) in fish fillets (Kamruzzaman, Makino, & Oshita, 2015), while various
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methods have been presented for the detection of melamine in milk and milk products
based on IR spectroscopy (Domingo, Tirelli, Nunes, Guerreiro, & Pinto, 2014), as
well as HSI (Fu et al., 2014). Fu et al. (2014) compared milk powder and melamine
samples with samples of milk-melamine mixtures (melamine concentrations ranging
from 0.02% to 1%) using three different spectral similarity measures, (a) spectral
correlation measure (SCM), (b) spectral angle measure (SAM) and (c) Euclidean
distance measure (EDM). All measures proved to have similar performance and in

most cases melamine particles were detected.

In addition, rapid methodologies have been widely used for authenticity claims
(Oliveri & Downey, 2012). Specifically, there are several studies for authenticity and
adulteration of edible oils and fats (Nunes, 2013). Furthermore, Ellis et al. (2005)
applied PC-DFA between muscle foods using both Raman and FT-IR spectroscopy
for the discrimination among closely related poultry species, chicken and turkey and
distinct muscle groups. A GA-MLR methodology was also utilized and results
showed very good discrimination. Alamprese et al. (2013) investigated minced beef
adulteration with turkey meat by UV-visible (UV-vis), NIR and MIR spectroscopy
and PLS techniques proved better compared to Linear Discriminant Analysis (LDA).
In the first case, PLS regression was employed for the prediction of the percentage of
turkey meat adulteration in minced beef, while better results were obtained with NIR
and MIR spectroscopy. In addition, Wu et al. (2013) studied the adulteration of prawn
with gelatin-like chemicals. The combination of uninformation variable elimination
(UVE) and successive projections algorithm (SPA) followed by LS-SVM reduced the
number of wavelengths drastically (from 462 to 13) and achieved a coefficient of

determination of prediction equal to 0.965. Raman spectroscopy coupled with PCA
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was employed for rapid determination of beef adulteration with 0, 25, 50,75, 100%
w/w horsemeat presenting a good discrimination among adulteration levels (Boyaci et
al., 2014). Offal-adulteration of fresh and frozen beefburger products has been
investigated using MIR spectroscopy and chemometric data analysis (Zhao et al.,
2014). Both discriminant (PLSDA) and class-modeling (SIMCA) methods were used
and the former achieved 100% correct classification accuracies for fresh and frozen-
then-thawed material. Other articles have explored the possible discrimination among
different processing approaches, i.e. in strawberry juice using e-nose and e-tongue
instruments coupled with LDA, PLSR, RF, and SVM. Lastly, Liu et al. (2013) uses an
e-tongue instrument coupled with RF, SVM and BP-ANN for type and brand
recognition of orange beverage and Chinese vinegar on 4 diverse datasets. For each

data set, the performance parameters of RF are superior to those of SVM and BPNN.

A more extensive presentation of methods along with calibration techniques and
validation criteria is presented in Chapter 5 in connection with the results of this

thesis.

1.4 OBJECTIVES OF THIS STUDY

The overall objective of this study is to determine the applicability of rapid methods
in the determination of minced meat quality. For this reason, two different rapid
analytical techniques will be applied, i.e. multispectral imaging and FTIR for various
cases. In terms of quality, detection of non-compliance to label, whether accidental or
in purpose, and estimation of the microbial spoilage are explored. The case of non-

compliance is investigated in connection (a) two extensive experiments involving
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minced beef adulteration, and (b) a study for the detection of frozen-then-thawed

minced beef. Lastly, microbial spoilage of minced beef is investigated in two separate

cases. In addition to this, different data analytics methodologies are explored and

improved upon using advanced methodologies where necessary. Special care is taken

to apply model validation and to avoid overoptimistic results utilizing the appropriate

methods for calibration and independent validation where possible. This study

includes:

Multispectral images in 18 different wavelengths of 220 meat samples in total
from four independent experiments (55 samples per experiment) where the
appropriate amount of -beef and pork- minced meat was mixed in order to
achieve nine different proportions of adulteration and two categories of pure
pork and beef.

Multispectral images of 110 samples from three different batches of minced
beef and horsemeat in 18 wavelengths, with additional images captured after
6, 24 and 48 hours to explore how model performance is affected by changes
in meat color during storage.

Multispectral images and FTIR spectra from seven different batches of
freshly-ground beef, MSI and FTIR spectral measurements after being frozen
(-20°C) for 7 and 32 days and then thawed. In total, 105 multispectral images
and FTIR spectra.

Multispectral images and FTIR spectra of minced beef samples stored under
different temperature and packaging conditions (MAP vs. aerobic conditions)

acquired at regular intervals and combined with microbiological
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measurements  (Pseudomonads, Lactobacilli, B. thermosphacta and
Enterobacteriaceae, as well as TVC). In total, 105 samples.

v.  FTIR spectra of 168 minced beef samples stored at under different temperature
and packaging conditions (MAP vs. aerobic conditions) acquired at regular

intervals and combined with microbiological measurements for TVC.
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CHAPTER 2:

MINCED BEEF ADULTERATION WITH

HORSEMEAT
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2 ABSTRACT

In this chapter, the use of rapid analytical techniques for the detection of minced beef
adulteration is explored, which in turn has led to two publications, a modified version
of which is presented in the following sections. The publications are mentioned

below:

» Ropodi, A. I, Pavlidis, D. E., Mohareb, F., Panagou, E. Z., & Nychas, G.-J. E.
(2015). Multispectral Image Analysis approach to detect adulteration of beef
and pork in raw meats. Food Research International, 67, 12-18.

http://doi.org/10.1016/j.foodres.2014.10.032, in which the author of this thesis

performed the data analysis and model development, as well as contributed in
the experimental design and preparation of the submitted manuscript.

» Ropodi, A. I, Panagou, E. Z., & Nychas, G.-J. E. (2017). Multispectral
imaging (MSI): A promising method for the detection of minced beef
adulteration with horsemeat. Food Control, 73, 57-63.

http://doi.org/10.1016/j.foodcont.2016.05.048, in which the author of this

thesis performed the experiment, the data acquisition and analysis, as well as
contributed in the experimental design and preparation of the submitted

manuscript.

Both publications as well as their supplementary files are presented in Appendix I.

Briefly, the first study on minced beef adulteration involves the adulteration with

pork. Emphasis is given on the use multiple meat batches and levels of adulteration,
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as well as the validation of the developed model with the use of independent samples.
The aim of this study was to investigate the potential of multispectral imaging
supported by multivariate data analysis for the detection of minced beef fraudulently
substituted with pork and vice versa. Multispectral images of 220 meat samples in
total from four independent experiments were acquired for this work. The appropriate
amount of beef and pork minced meat was mixed in order to achieve nine different
proportions of adulteration and two categories of pure pork and beef. PLSDA and
LDA were used so as to discriminate among all adulteration classes, as well as among
adulterated, pure beef and pure pork samples. Results showed very good
discrimination between pure and adulterated samples, for PLSDA and LDA, yielding
98.48% overall correct classification. Additionally, 98.48% and 96.97% of the
samples were classified within a £10% category of adulteration for LDA and PLSDA
respectively. Lastly, the models were further validated using the data of the fourth
experiment for independent testing, where all pure and adulterated samples were

classified correctly in the case of PLSDA.

In the second publication, the case of detection of minced beef adulteration with
horsemeat using multispectral imaging is introduced. Based on the results of the
previous study, a new parameter was added in the analysis: the time in refrigerated
storage of the meat samples. Multiple multispectral images per sample were acquired
at different time intervals and the effectiveness of the algorithms was tested.
Specifically, multispectral images of 110 samples from three different batches of
minced beef and horsemeat were acquired. Images were taken again after samples
were stored at 4°C for 6, 24 and 48h. Classification models (PLSDA, RF, SVM)

based on the first two batches were developed while the third batch was set aside for
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external/ independent validation. Results showed that freshly-ground and stored
samples were clearly distinguishable, whereas classification model performance for
detection of adulterated samples was significantly affected by changes in meat color
during storage. Using a two-step SVM model however, all pure and freshly-ground
samples were classified correctly and the overall correct classification was equal to

95.31% for independent batch validation.
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2.1 INTRODUCTION

In recent years, European consumers are increasingly demanding information and
reassurance not only on the origin but also on the content of their food. Protecting
consumer rights and preventing fraudulent or deceptive practices, such as food
adulteration, have become a major priority for food monitoring agencies and the food
industry worldwide. While manufacturers are required to provide and confirm the
authenticity and point of origin of food products and their components, adulterants are
detected with great difficulty in the context of methods commonly applied in
laboratories, since most adulterants are unknown and unpredictable (e.g., horsemeat).
Several standard analytical techniques, such as immunological and enzymatic
techniques, DNA and protein based assays and triacylglycerol analysis have been
applied to authenticate food commodities (Ballin, 2010; Soares, Amaral, Mafra, &
Oliveira, 2010). These methods are usually capable of detecting low levels of
adulteration (Ballin, 2010), but they are expensive, invasive, sophisticated, laborious,

and technically demanding (Ding & Xu, 1999).

Meat and meat products can be attractive targets for adulteration in many ways,
including substitution or partial substitution of high commercial value meat with
cheaper, such as pork or offal or by adding proteins from several origins
(Kamruzzaman et al., 2013; Tian et al., 2013). With minced beef being the basic
ingredient for burgers, adulteration of minced beef involves economic, quality, safety
and socio-religious issues (Alamprese et al., 2013). For this reason, the meat industry
needs methods that will screen food samples for contaminants in a rapid and cost
efficient way for large-scale in-, on- or at-line applications in order to provide proof of

origin and prevent deliberate or accidental undeclared admixture to food samples.
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Hyperspectral and multispectral imaging have been used as rapid techniques to
monitor quality attributes of food products (Wu & Sun, 2013b). The former has been
used for the rapid detection of total viable counts in pork (Barbin, Sun, et al., 2013;
Huang et al., 2013) and of the water-holding capacity of fresh beef (EIMasry, Sun, &
Allen, 2011) and pork (Prevolnik, Candek-Potokar, & Skorjanc, 2010). Meanwhile,
multispectral image analysis has high potency for the evaluation of food quality
systems during handling, processing and storage (Lekke, Seefeldt, Skov, &
Edelenbos, 2013) and it has been previously used for the conversion of meat colour in
L*, a*, b* values (Sharifzadeh et al., 2014) and for quality assessment of beef and

pork (Dissing et al., 2013; Panagou et al., 2014).

Despite the fact that hyperspectral imaging has been used for the detection of minced
lamb adulteration (Kamruzzaman et al., 2013) and gelatine adulteration in prawn (Wu
et al., 2013), to the best of our knowledge the use of multispectral image analysis for
meat adulteration, especially in the case of minced beef with pork, has never been
previously explored before Ropodi et al. (2015). In terms of minced beef adulteration
with horsemeat, Raman spectroscopy has been applied with promising results (Boyact
et al.,, 2014; Zajac, Hanuza, & Dyminska, 2014), but MSI has not been used
previously in the case of minced beef adulteration with horsemeat. Furthermore, no
comparison has been performed so far between freshly-ground meat and meat stored

in refrigerated conditions where changes in meat color naturally occur.

In both cases, multispectral imaging is introduced as a new approach in tandem with
advanced statistical approaches, for the discrimination of raw minced beef, which has
been fraudulently substituted or combined with raw minced pork or horsemeat. In the

first case, the objective of the study was to (a) evaluate the potential use of
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multispectral imaging to discriminate pork from beef, (b) identify if possible, the
lowest percentage of minced pork adulteration in minced beef that can be safely
detected, establishing a rapid and non-invasive technique for rapid and accurate
results. In the second case and based on the acquired knowledge, the objective of the
study was to (a) evaluate the potential of multispectral imaging in tandem with data
analysis techniques to identify and/or quantify horsemeat in minced beef, and also (b)

explore model performance under refrigerated storage of meat samples.

2.2 MATERIALS & METHODS

2.2.1 IMAGE ACQUISITION & SEGMENTATION

Multispectral images were captured using “VideometerLab”, a system which acquires
multispectral images in 18 -non uniformly distributed- different wavelengths ranging
from 405 to 970 nm, i.e. 405, 430, 450, 470, 505, 565, 590, 630, 645, 660, 850, 870,
890, 910, 920, 940, 950 and 970 nm. The system has been developed by the Technical
University of Denmark and commercialized by “Videometer A/S” (Carstensen &

Hansen, 2003; http://www.videometer.com). A detailed description of the instrument

has been reported previously (Dissing et al., 2013; Panagou et al., 2014). The
advantage of this instrument is that it not only uses the information of visible and
short-NIR spectral regions, but moreover uses the spatial information of each pixel.
The acquisition system records surface reflections with a standard monochrome
charge coupled device chip, nested in a Point Grey Scorpion camera. The object of
interest is placed inside an Ulbricht sphere in which the camera is top-mounted. The
sphere has its interior coated with a matt coating, which together with the curvature of

the sphere ensures a uniform reflection of the cast light. At the rim of the sphere, light
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emitting diodes (LEDs) are positioned side by side and are turned on successively for

each wavelength.

The system was calibrated radiometrically and geometrically using well-defined
standard targets, after a light setup based on the type of object to be recorded (Folm-
Hansen, 1999) called “autolight”. In autolight, it is always the brightest sections in the

Image that dictate the final result.

The resulting image includes redundant information, such as the Petri dish and its
surrounding background, as well as the fat and connective tissue of the meat. For this
reason an image-preprocessing step is needed that will result in an image mask where
only meat tissue is included. This step, which includes transformation and
segmentation procedures, was implemented using the respective routines of the
VideometerLab software (version 2.12.39) that controls the operation of the
instrument. Canonical Discriminant Analysis (CDA) was employed as a two-step
supervised transformation building method to divide the images into regions of
interest (Daugaard, Adler-Nissen, & Carstensen, 2010). Following this
transformation, the separation was distinct and a simple threshold was enough to
separate adipose from lean tissue and samples from background pixels. The result of
this processing is a segmented image for each meat sample with the isolated part of
the meat tissue as the main region of interest (ROI) to be used for the extraction of
spectral data that were further employed in statistical analysis. The procedure is

graphically presented in Figure 2.1.
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Extraction of multispectral data

Figure 2.1 Process of multispectral image acquisition and extraction of data

2.2.2 DATA ANALYSIS

For each image, the mean reflectance spectrum was calculated by averaging the
intensity of pixels within the ROI at each wavelength. Furthermore, the standard
deviation of the pixels’ intensity per wavelength was extracted. The resulting data
consisted of 18 mean values and 18 standard deviations of the reflectance (36

variables) and were further analysed with various classification methods.
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In the following sections, the data analysis methodologies employed in one or both

cases include in the case of unsupervised techniques:

» Hierarchical Cluster Analysis (HCA) (Everitt et al., 2011) was performed as
an unsupervised technique to explore the relationship between variables and
adulteration classes, using Euclidean Distance and Ward’s minimum variance
agglomeration method.

» Principal Component Analysis - PCA (Jolliffe, 2002) was performed so as to
visualise whether there were significant differences among samples from

different batches, as well as among different classes.

Furthermore, various supervised classification techniques were employed in order to
discriminate among different levels of adulteration and other classes, such as freshly-
ground vs. stored minced meat samples and pure vs. adulterated samples. These

techniques are presented below:

» The widely used Linear Discriminant Analysis (LDA) (Fisher, 1936) and
partial least squares discriminant analysis (PLSDA) (Barker & Rayens, 2003;
de Jong, 1993).

» Random forest (RF) (Breiman, 2001), a supervised learning algorithm which
uses an ensemble of classification trees. Ensemble methodologies involve
generating multiple classifiers and aggregating their results (e.g. bagging)
(Breiman, 2001; M. Liu et al., 2013).

» Support Vector Machines (SVM) (Cortes & Vapnik, 1995), a method that

maps the original data points from the input space into a higher dimensional
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feature space using a kernel function, in order to construct a maximal
separating hyper-plane. Various kernel functions were employed.
The details for model calibration and validation are presented per case in the

following sections.

2.3 ADULTERATION WITH PORK

2.3.1 EXPERIMENTAL DESIGN

Different levels of adulteration of minced beef and pork were prepared as described
below; Fresh beef and pork fillets Longissimus muscle of normal pH (5.6-5.8) were
purchased from butcher shops in Athens and transported under refrigeration to the
laboratory within 30 min. The fillets were cut into smaller pieces and grinded
separately one at a time, using a domestic meat-mincing machine. The machine parts
coming in contact with the meat were initially disinfected by washing with detergent
and hot water, and rinsing with pure ethanol. To achieve different levels of
adulteration, ranging from 10 to 90% with a 10% increment, the appropriate amount
of each type of meat was used and mixed in conditions that simulate industrial
processing. From each level of adulteration, five different portions of ca. 75-80 g were
placed in Petri dishes and snapshots were taken using VideometerLab vision system
(Videometer A/S, Hersholm, Denmark). For every level of adulteration (nine
categories of mixed meat and two categories of pure pork and beef), each Petri dish
was considered as a replicate in the experiment (5 x 11 samples in total per

experiment).
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The experimental procedure took place aseptically and was repeated four times. For
every random Petri dish in each level of adulteration, a different autolight procedure
was employed. One hundred and sixty five (165) samples from three independent
experiments (i.e., 55 samples per experiment, from this point on referred as samples
from batches 1, 2, and 3) were used to develop the model and 55 samples from the
fourth experiment (batch 4) were employed for the purpose of external validation. It

should be noted that 220 samples from different batches were analysed in total.

2.3.2 DATA ANALYSIS

Two methods, PLSDA (Barker & Rayens, 2003; de Jong, 1993) and LDA (Fisher,
1936) were performed in order to discriminate among all adulteration classes (11 in
total), as well as among adulterated, pure beef and pure pork samples. The dataset was
partitioned in two sets: the training set used for model calibration and the test set used
for validation. A 60-40% stratified partition was applied on the first three batches,
meaning 60% of the dataset was chosen in a random way for calibration (99 samples
out of 165) as long as all classes and batches were included and equally represented.
The fourth batch was also reserved for independent model validation. Model
performance was measured in terms of Recall (sensitivity) and Precision, as well as
overall correct classification (OCC) (Sokolova & Lapalme, 2009). For PLSDA, the
optimum number of PLS components was estimated using stratified three-fold cross-
validation with maximum 20 components (i.e. 20 components were used for the 11-

class case and 12 for the 3-class case).

HCA (Everitt et al., 2011) was performed per batch using Euclidean Distance and
Ward’s minimum variance agglomeration method, while PCA (Jolliffe, 2002) was

performed per batch, as well as with all three batches so as to visualise whether there
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were significant differences among samples from different batches, as well as among

different classes.

The partitioning algorithms of the dataset and the LDA algorithm were implemented
in MATLAB R2012a (The MathWorks, Inc., Natick, Massachusetts, United States),
while HCA, PCA and PLSDA were implemented in R v.3.0.2 (RStudio, v. 0.97.551,
RStudio, Inc., Boston, Massachusetts, United States), using the “plsgenomics”
package (Boulesteix, 2004; Boulesteix & Strimmer, 2007; de Jong, 1993). Lastly, a
heatmap was created using the MetaboAnalyst 2.0 software (Xia, Mandal, Sinelnikov,

Broadhurst, & Wishart, 2012).

2.3.3 RESULTS

Selected spectra of minced beef in various adulteration levels are presented in Figure

2.2.
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Figure 2.2 Selected spectra of the examined samples corresponding to different ratios of adulteration
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It is characteristic that the reflectance of the sample increased in most wavelengths of
the spectrum with increasing proportions of pork meat in the mixture, providing
strong evidence for the effectiveness of multispectral imaging in discriminating meat

adulteration.
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Figure 2.3 Heatmap of all samples from batches 1-3, different colours on the left side correspond to
different ratios of adulteration. Samples named with “00” correspond to pure pork, all other categories
correspond to the percentage of beef in the mix and consequently “100” refers to pure beef samples,
whereas “b1”, “b2”, “b3” correspond to the number of batch.

Initial analysis with HCA and PCA showed that the use of different batches is critical,

as we must take into account not only the variability within a batch (different samples
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of the same class), but also the variability among batches. This was evident either

when examining the results of HCA per batch (see Supplementary File, Appendix I)

or the heatmap for all three batches (Figure 2.3).
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Figure 2.4 Principal Component Analysis scores for Batches 1(a), 2(b), 3(c) and all three batches (d).
Samples named with “0” correspond to pure pork, all other categories correspond to the percentage of
beef in the mix and consequently “100” refers to pure beef samples.
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Figure 2.5 Principal Component Analysis scores for external validation batch. Samples named with
“0” correspond to pure pork, all other categories correspond to the percentage of beef in the mix and
consequently “100” refers to pure beef samples.

When all three batches were compared, samples belonging in the same category
showed great differences among batches. Nevertheless, a potential for good
discrimination could be concluded after PCA analysis. Different Principal
Components (PCs) contributed differently in terms of the variability explained (results
not shown), but the first two PC scores are presented in Figure 2.4(a)-(c) and Figure
2.5. In all cases, pure pork and pure beef were found on the far left and right of the
plot respectively and the discrimination between classes was more evident. Only
adjacent categories sometimes overlap. On the other hand, classes of mixed samples
seem to be represented in a different way for each batch. Furthermore, when all three
batches were included (Figure 2.4d), a definite trend to the right of the plot was seen
as the percentage of beef in the mix increases, but the discrimination among classes

was less evident.
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The analysis of the data acquired for each class of adulteration is shown in Table 2.1,

where the results for per-class Recall and Precision are presented.

Table 2.1 LDA vs. PLSDA for both validation set and external validation batch with 11 classes ranging
from pure pork (0%) to beef (100%)

Validation set External validation set
LDA PLSDA LDA PLSDA
Sample +10% +10% +10% +10%
P Recall  Precision ? Recall  Precision ? Recall  Precision ? Recall  Precision ?
error error error error
I1s 0% 83.33% 100.00% 100.00% 66.67% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Is 10% 100.00%  85.71%  100.00% 100.00%  75.00%  100.00% 20.00% 16.67%  100.00%  0.00% 0.00% 20.00%
Is 20% 83.33%  100.00% 100.00% 83.33%  100.00% 100.00% 20.00% 7.14% 20.00% 0.00% 0.00% 20.00%
Is30% 83.33% 71.43% 83.33%  50.00% 75.00%  100.00%  0.00% 0.00% 100.00%  0.00% 0.00% 40.00%
Is 40% 66.67% 80.00%  100.00% 66.67% 50.00%  100.00% 20.00% 7.69% 80.00%  20.00% 14.29% 20.00%
Is 50% 83.33% 71.43%  100.00% 100.00%  75.00%  100.00%  0.00% 0.00% 0.00% 0.00% 0.00% 60.00%
Is 60% 66.67% 80.00%  100.00%  33.33% 50.00% 83.33% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Is 70% 66.67% 57.14%  100.00% 83.33% 50.00%  100.00%  0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Is 80% 83.33% 83.33%  100.00% 16.67%  100.00%  83.33% 0.00% 0.00% 0.00% 0.00% 0.00% 20.00%
Is 90% 100.00% 100.00% 100.00%  83.33% 71.43%  100.00%  0.00% 0.00% 0.00%  100.00%  33.33%  100.00%
Is100%  100.00% 100.00% 100.00% 100.00%  85.71%  100.00%  0.00% 0.00% 0.00%  100.00%  55.56%  100.00%

Mean

per-class  83.33% 84.46% 98.48%  71.21% 75.65% 96.97%  14.55% 11.95% 36.36%  29.09% 18.47% 43.64%

Table 2.2 LDA and PLSDA (12 PLS components) for both validation set and external validation batch
with 3 classes (pork - adulterated - beef)

LDA PLSDA

Validation set

classified as classified as
pork adulterated beef Recall pork adulterated beef Recall
is pork 5 1 0 83.33% is pork 5 1 0 83.33%
is adulterated 0 54 0 100.00% is adulterated 0 54 0 100.00%
is beef 0 0 6 100.00% is beef 0 0 6 100.00%
Precision 100.00% 98.18% 100.00% Precision 100.00% 98.18% 100.00%
External validation Batch
classified as classified as
pork adulterated beef Recall pork adulterated beef Recall
is pork 4 0 1 80.00% is pork 5 0 0 100.00%
is adulterated 0 35 10 77.78% is adulterated 0 45 0 100.00%
is beef 0 0 5 100.00% is beef 0 0 5 100.00%
Precision 100.00% 100.00% 31.25% Precision 100.00% 100.00% 100.00%

The overall correct classification, mean per-class Recall and Precision were 83.33%,
83.33% and 84.46% respectively, the classification error for 98.48% of the samples
was at most 10%, for LDA. The classification of each sample of the validation set is
presented along with the per-class Precision and Recall in Table 1 in the supplement.

Very good results were also acquired when classification among pure pork,
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adulterated and pure beef was tested (Table 2.2), where the overall correct
classification, mean per-class Recall and Precision was over 94% (Mean Recall:
94.44%, Precision: 99.39% and overall correct classification: 98.48%). In fact, an

only one out of 66 sample was misclassified.

Application of PLSDA for the three-class case, yielded the same results (98.48%
correct classification). PLSDA for all categories gave similar results to the LDA. The
calibration of the model was done with cross-validation, as described previously,
based on overall correct classification criterion (Table 1, and Table 2 in the
supplement). It is interesting to note that, although the overall correct classification
dropped considerably, this method classified 96.97% of the samples within the £10%

error of prediction.

In the case of external validation, PLSDA performed well, classifying all samples
correctly in the three-class problem of pure vs. adulterated samples (Table 2.2). In the
case of 11 categories, all pure samples were classified correctly, but the prediction of
adulteration levels in the samples was less accurate (Table 2.1). However, only 4 out

of 45 adulterated samples were classified as pure (see Table 4 in the supplement).

The LDA model was less successful in predicting pure beef samples (Table 2.1), as
well as the adulteration level for the case of 11 categories (Table 3 in the supplement),
whereas in the case of pure vs. adulterated samples, the results were better yielding an
overall correct classification of 80% and mean per-class Recall and Precision of

85.93% and 77.08%, respectively

PhD Thesis Athina I. Ropodi 52



“Determination of minced meat quality using machine learning”

2.3.4 DISCUSSION

Since various standard analytical methods are now available to identify meat’s
adulteration at a very low level (Ballin, 2010; Ballin, Vogensen, & Karlsson, 2009),
this method showed great potential. Previously reported methods (Ballin, 2010) are
time-consuming, expensive, use harmful reagents, need expert laboratory staff and are
strongly dependent on rigorously following a standardized protocol to obtain
accuracy, where multispectral imaging requires only basic training in a user-friendly
software, a few minutes for image acquisition and processing and no cost at all —

excluding initial instrument and software purchase.

Compared to other similar studies on rapid techniques, in most cases, the main
objective is the differentiation among different types of meat, e.g. beef vs. kangaroo
(Ding & Xu, 1999), pork vs. beef vs. lamb (Kamruzzaman et al., 2012), beef vs.
horsemeat (Boyaci et al., 2014). Few studies has been published on the adulteration of
poultry with pork (Soares et al., 2010), pork in minced mutton (Tian et al., 2013),
pork in beef meatball (Rohman et al., 2011), pork meat in raw beef burger (Giaretta,
Di Giuseppe, Lippert, Parente, & Di Maro, 2013), minced lamb (Kamruzzaman et al.,
2013), gelatin in prawn (Wu et al., 2013). Some have been reported in the case of
classification between adulterated and pure samples with different percentages of
adulteration (Alamprese et al., 2013; Kamruzzaman et al., 2013; Tian et al., 2013),
and the case of beef adulterated with pork (Morsy & Sun, 2013; Rohman et al., 2011).
In this study, pure beef, pure pork and nine levels of adulteration were employed in
order not only to discriminate but also to quantify the minimum possible level of

adulteration detected.
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As in most of the above cases, HCA, PCA, LDA and PLSDA were the predominant
methods used for data analysis. Results showed that multispectral imaging has the
potential to identify adulterated beef samples with pork and vice versa in a rapid, non-
invasive way. Furthermore, the variability between meat batches was taken into
account — an important issue that is not always presented in the available literature- by
using three different batches for model training and testing, and a fourth external
batch for validation. Results showed that a 10% adulteration with pork in beef and
vice versa could be successfully identified and could thus be considered as a detection
limit of the applied method, which can be related to the results by Morsy and Sun
(2013) using NIR spectroscopy, although no external validation was performed in this
work, and the results by Alamprese et al. (2013) in the case of adulteration with

turkey.

The quantification of the level of adulteration was proved to be more difficult task. A
large number of adulteration classes were used (11 classes in total), whereas in other
studies discriminant analysis was performed with fewer categories. For example,
Alamprese et al. (2013) used 5 classes for cross-validation, grouping very low
adulteration with pure samples. However, in this study the applied method was found
to provide additional information on the detection limit of 10% and as such can be
considered as an advantage. Finally, while very few of the abovementioned studies
use external batch validation, results demonstrated -especially for LDA- the necessity

of such an approach in order to exclude cases of overoptimistic results.
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2.4 ADULTERATION WITH HORSEMEAT

2.4.1 EXPERIMENTAL DESIGN

The experimental procedure consisted of three distinct stages. In the first stage,
different levels of adulteration with a 20% step were prepared based on the procedure
described by Ropodi et al. (2015) and Section 2.3. Briefly, fresh beef and horsemeat
Longissimus muscle fillets were purchased, cut into smaller pieces and ground
separately using a domestic meat-mincing machine. The appropriate portions of each
meat were mixed in order to achieve four levels of adulteration, 20-80%, 40-60%, 60-
40% and 80-20% (w/w), as well as pure beef and horsemeat. From each level of
adulteration, five different portions of ca.75-80 g (5x6=30 samples in total) were
placed in Petri dishes and snapshots were taken using VideometerLab vision system
(Videometer A/S, Hersholm, Denmark) using a random sample for the autolight

procedure.

After preliminary analysis of the data, it was decided to create more samples per
category and focus on the pure samples, and the levels of 60-40% and 80-20% (w/w)
for beef and horsemeat, respectively, as well as add a 90-10% level for the second
stage in order to explore smaller levels of adulteration. Indeed, eight samples per level
(8x5=40 samples) were prepared and multispectral images were acquired at the time,
as well as after the samples were stored in high-precision incubators at 4°C for 6, 24
and 48 hours. A graphical representation of the experimental design is shown in
Figure 2.6. Lastly, in the third stage, the previous procedure was repeated for
validation purposes. From now on, meat batches from each experimental stage will be

referred to as batch 1, 2 or 3 (b1, b2 or b3).
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In total, 110 samples were prepared and 350 images were acquired (i.e., 30 images

from batch 1, 40x4=160 images from batch 2, and 40x4=160 images from batch 3).
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Figure 2.6 Graphical representation of experimental design.

2.4.2 DATA ANALYSIS

Following image segmentation and extraction of MSI data, PCA (Jolliffe, 2002) was
used in order to visualize and interpret data compared to previous works as well as
among different experimental stages. Additionally, classification techniques were

employed in order to discriminate among different levels of adulteration and other
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classes, such as freshly-ground vs. stored minced meat samples and pure vs.

adulterated samples. These techniques are presented below:

» PLSDA (Barker & Rayens, 2003; de Jong, 1993) where the optimum number
of PLS components was estimated based on the overall correct classification
(OCC) using cross-validation (CV) results of 100 random partitions (80% for
training, 20% for testing).

» RF (Breiman, 2001), where various parameters were explored and models
were chosen based on Out-Of-Bag (OOB) classification error, as a subset of
the training instances is left out in order to obtain an unbiased estimate of the
error.

» SVMs (Cortes & Vapnik, 1995) where different kernel functions were
employed (results not shown) and training as well as model selection was
performed based on the OOC criterion for 3-fold CV coupled with a grid
search for the optimal hyper-parameters. For the two-step model, a SVM
model (SVM-1) with b2 training data (including classes 0, 60, 80, 90, and
100% beef) and a radial basis function (RBF) kernel was calibrated using grid
search coupled with 3-fold cross validation for calculating the optimal
parameters (Capacity=3, gamma=0.028). Next, a new SVM model (SVM-2)
was developed using as input all freshly-ground data (common levels of
adulteration and pure samples of b1 & 2) and a linear kernel (Capacity=1).

In all supervised methods, while bl and/or b2 samples were used for model
development, b3 samples were reserved for independent model validation, as
proposed by Ropodi et al. (2015). This was done so that the models could be tested

with an unknown and unbiased dataset in order to exclude overoptimistic results. In
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addition, b1 and b2 were used for model calibration to take into account the variability
within (replicate samples of the same adulteration level) and among meat batches.
Furthermore, only the common levels of adulteration were used during model

development.

Different classification problems were explored including classification among
different percentages of beef (4 classes), pure beef vs. pure horsemeat vs. adulterated
samples, pure meat (both beef and horse) vs. adulterated samples and freshly-ground
vs. stored minced meat. Model performance was measured mainly in terms of OCC,

as well as recall (sensitivity) and precision (Sokolova & Lapalme, 2009).

PCA was performed using MetaboAnalyst 3.0 software (Xia, Sinelnikov, Han, &

Wishart, 2015) and PLSDA was implemented in R v.3.0.2 (http://www.r-project.org/,

The R Foundation for Statistical Computing, Vienna, Austria) and Rstudio v.0.97.551
interface (RStudio, Inc., Boston, Massachusetts, USA), using the “plsgenomics”
package (Boulesteix, 2004; Boulesteix & Strimmer, 2007; de Jong, 1993). RF was
performed in MATLAB 2012a software (The MathWorks, Inc., Natick,
Massachusetts, USA) and lastly SVMs were employed using Statistica v. 8.0 software

(Statsoft Inc., Tulsa, OK, USA).

2.4.3 RESULTS

In Figure 2.7, the mean reflectance values in 18 wavelengths is presented for a pure
horsemeat (a) and a pure beef (b) sample before and after storage for 6, 24 and 48h. It
is evident that, although stored samples are more difficult to distinguish among

themselves, freshly-ground samples are easily differentiated.

PhD Thesis Athina I. Ropodi 58


http://www.r-project.org/

“Determination of minced meat quality using machine learning”

S
[J]
é «==0h
‘g -~ 6h
:c"a =24
- «=pé=48h
O ] 1] L} 1
400 600 800 1000

(@) wavelength (nm)

70

60
X 50
[J]
e 4 —t=0h
‘8' 30 efi=ch
E 20 = 24h

10 $6=48h

0

400 600 800 1000
(b) wavelength (nm)

Figure 2.7 Mean reflectance (%) values of (a) a minced beef and (b) a minced horsemeat sample for 18
distinct wavelengths ranging from 405 to 970nm. Samples are freshly-ground (Oh) and stored in
refrigerated conditions for 6, 24 & 48h.

Additionally, PCA scores for batch 1 are presented for principal components (PCs) 1
and 3 in Figure 2.8. Indeed, PC1 vs. PC3 scores displayed a distinct separation of pure
vs. adulterated samples. Pure beef and horsemeat samples were located on the top
right of the plot and although they seemed close, discrimination was more evident in
the PC2 vs. PC5 plot (Supplementary, Fig. 1). Furthermore, various levels of
adulteration were easily distinguishable with only adjacent categories sometimes

overlapping.
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Figure 2.8 Principal component analysis scores (PC1 vs. PC3) for batch 1. Samples indicated with “0”
correspond to pure horse, all other categories correspond to the percentage of beef in the mix and
consequently “100” refers to pure beef samples.

These results are in good agreement with PCA analysis performed on Raman spectra
of fat samples with a 25% step among different levels of adulteration, where different
categories were evident in the PC1 vs. PC2 plot (Boyaci et al., 2014). They are also
consistent with the results in the case of adulteration with pork where the same
experimental design (with a 10% step) was implemented (Ropodi et al., 2015).
However, it should be noted that, while in the latter two cases the differences were
apparent using the first two components and therefore the PCs with the highest
variance explained (%), this was not the case in bl data. In fact, PCs 1 vs. 3 and PCs 2

vs. 3 (Supplementary, Fig. 2) displayed higher discriminatory power than PC1 vs. PC2
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(Supplementary, Fig. 3), especially in the case of distinguishing between pure and

adulterated samples, denoting a significant difference between the datasets.
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Figure 2.9 Principal component analysis scores (PC2 vs. PC3) for batch 2. Samples indicated with “0”
correspond to pure horse, all other categories correspond to the percentage of beef in the mix and
consequently “100” refers to pure beef samples. Samples within the ellipse are freshly-ground pure
beef and horsemeat.

Different levels of adulteration were also evident when PCA was applied to b2
freshly-ground image data with the 90-10% (w/w) to seem more difficult to separate
from pure beef samples (Supplementary, Fig. 4). Furthermore, freshly-ground and
especially pure samples were clearly noticeable indicating the major changes
occurring in meat color during storage (Figure 2.9). Lastly, as storage time elapsed,
less image data from different storage times and percentages of adulteration could be

distinguishable.
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In Table 2.3, OCC classification results for PLSDA and RF are presented.

Table 2.3 Overall correct classification results for training and validation sets for partial least squares
discriminant analysis and random forest.

Overall correct classification (%)

PLSDA RF

training set  validation (0]0]:] validation
(b1&b2) set (b3) prediction set (b3)

freshly ground vs. stored
(0, 60, 80, 100)
pure vs. adulterated
(0, 60, 80, 100)
pure horse vs. pure beef
vs. adulterated 100.00 50.00 95.27 25.00
(0, 60, 80, 100)

100.00 66.41 96.62 75.00

97.30 52.34 95.27 50.00

4 classes 0, 60, 80&100 98.65 37.50 92.57 25.00

In the case of PLSDA for the different classification problems explored including
classification among different percentages of beef (4 classes), pure beef vs. pure
horsemeat vs. adulterated samples, pure meat (both beef and horse) vs. adulterated
samples and freshly-ground vs. stored minced meat. Results showed that the majority
of the models significantly underperformed in the stage of independent validation,
although they exhibited very good performance during calibration. PLSDA yielded a
66.41% OCC in the case of freshly-ground vs. stored meat samples, however only one

freshly-ground sample was misclassified as stored.

Furthermore, when the proportion of observations to be included in the training set for
each cross-validation iteration was set to 0.2, results improved and mean per-class
Recall (sensitivity) and Precision were 89.06 and 81.00%, respectively
(Supplementary, Table 1). While this may imply that another methodology should be

used, lack of generalization in the former models may also be attributed to a case of
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overfitting due to inadequate representative training samples. Indeed, bl and b2
datasets include two batches of freshly ground samples, but only one batch of stored
samples in refrigerated conditions. This may have led to a lack of sufficient data for
adulteration detection. However, the improved results of the latter PLSDA model and
PCA scores for b2 (Figure 2.9) suggest that data were sufficient for the “freshly-
ground vs. stored” classification problem and possibly “freshly-ground and pure vs.

other samples.

SVM models were calibrated in order to solve this problem and yielded very good
results. The SVM model (SVM-1) with b2 training data and a radial basis function
(RBF) kernel classified all training samples correctly (OCC=100%) in the subset
retained for internal model validation. Additionally, independent model validation
yielded an OCC equal to 99.38%, as well as 99.58% and 98.78% mean per-class
recall and precision respectively. In fact, only one testing sample, a minced horsemeat
sample stored for 6h, was misclassified (Supplementary, Table 2). The above
classification results led to considering a new two-step approach in order to identify
pure as well as freshly-ground samples, namely (a) classifying samples as freshly-

ground or stored, and (b) classifying the former as pure or adulterated.

In Figure 2.10, a graphical presentation of the classification results is presented.
Using SVM-1, only one “stored” sample was misclassified. Applying the SVM-2
model, all pure samples were classified as pure, but 5 adulterated samples were
misclassified yielding an OCC of 84.38%. However, the misclassified samples were
all adulterated with 20% horsemeat, therefore the largest (w/w) percentage of
horsemeat where samples were misclassified was 20% after independent validation.

The misclassified sample of SVM-1 was classified as pure and as a consequence the
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final results yielded an OOC equal to 95.31%. The performance of the two-step model

Is presented in Table 2.4.

SVM-1 classified as SVM-2 classified as
freshly
ground stored adulterated pure

» freshly »
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SVM-1is classified as pure in
SVM-2

classified as
freshly stored
ground & and/or
pure adulterated
freshly
” ground &
% pure 16 0
g stored
& and/or
adulterated 6 106

Figure 2.10 SVM two-step classification scheme and classification results for the identification of
freshly-ground and non-adulterated samples.

Table 2.4 Final confusion matrix for 2-step SVM model and classification performance indices for
validation batch (b3) and samples of common levels of adulteration (100-0, 80-20, 60-40, 0-100% w/w
beef and horsemeat respectively).

To
freshly- stored Mean
ground & and/or Recall
Recall
pure adulterated
ge"‘h'y'gm”“d 16 0 100.00%
g pure 97.32%
[ stored and/or 6 106 94.64%
adulterated
Precision 72.73% 100.00%
Mean precision 86.36%
00C= 95.31%
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2.4.4 DISCUSSION

Similar studies on meat authenticity have been published previously, but they usually
focus on classification among different types of meat such as chicken vs. turkey (Ellis
et al., 2005), beef vs. kangaroo (Ding & Xu, 1999) and beef vs. horsemeat (Boyaci et
al., 2014; Ebrahim, Sowoidnich, & Kronfeldt, 2013) using FTIR, visible/NIR and
Raman spectroscopy. In addition, hyperspectral imaging has been employed for the
differentiation of various types of meat such as pork vs. beef vs. lamb (Kamruzzaman
et al., 2012). MSI has only been used in the detection of adulteration of minced beef
with pork (Ropodi et al., 2015). In fact, little work has been undertaken in terms of
multiple levels of meat adulteration with horsemeat (Boyaci et al., 2014), but without
extended model development and validation using different batches of meat. On the
other hand, published studies have presented cases of adulteration of poultry with
pork (Soares et al., 2010), pork in beef meatball and in minced mutton (Rohman et al.,
2011; Tian et al., 2013), beef offal in fresh and frozen beefburger (Zhao et al., 2014),
pork meat in raw beef burger and minced lamb (Giaretta et al., 2013; Kamruzzaman et
al., 2013). Although some of these studies displayed good results, they cannot be
compared to this study due to the different type of meat and/ or adulterant. While the
maximum error was 20%, lower detection limits were found by Morsy and Sun
(2013) using NIR spectroscopy, but with no external validation. Alamprese et al.
(2013) used independent samples for validation with very good results in the case of
beef adulteration with turkey, but pure samples were grouped together with low levels
of adulteration for classification. Lastly, none of the above studies has taken into

consideration changes occurring during refrigerated storage.
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2.5 CONCLUSIONS

In conclusion, multispectral imaging was used for the first time as a rapid method for
food authentication and detection of adulteration of raw meat, illustrating a clear
separation of pure vs. adulterated samples. While in case 1, PLSDA performed better
(10% adulteration could be considered as a limit of detection) compared to LDA, a
more complex modelling scheme (2 SVMs) was necessary in the case of stored
samples and adulteration with horsemeat (case 2). Moreover, the quantification of the
percentage of adulteration, as well as the detection of adulteration in the cases of
stored samples was proved to be more challenging (a maximum error of 20%).
However, it also emphasized the necessity of independent sample validation and the
significant changes occurring in color during storage. Although these changes affected
the model performance greatly, both studies have proven that MSI could be used for

large scale quality control applications in the future.
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CHAPTER 3:

DETECTION OF FROZEN-THEN-THAWED MINCED MEAT
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3 ABSTRACT

In this chapter, the ability of both MSI and FTIR to detect frozen-then-thawed minced
meat is explored. The work is presented in a manuscript format. Supplementary

material is provided in Appendix I.

In short, freshly-ground beef was purchased from seven separate shops at different
times, divided in fifteen portions and placed in Petri dishes. Multi-spectral images and
FTIR spectra of the first five were immediately acquired while the remaining were
frozen (-20°C) and stored for seven and 32 days (5 samples for each time interval).
Samples were thawed and subsequently subjected to similar data acquisition. In total,
105 multispectral images and 105 FTIR spectra were collected, which were further
analyzed using partial least-squares discriminant analysis and support vector
machines. Two meat batches (30 samples) were reserved for independent validation
and the remaining five batches were divided in training and test set (75 samples).
Results showed 100% overall correct classification for test and external validation
MSI data, while FTIR data yielded 93.3 and 96.7% overall correct classification for

FTIR test set and external validation set respectively.
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3.1 INTRODUCTION

The safety of meat and meat products is currently very much in focus, owing to
calamities with microbiological outbreaks, dioxin contamination and other threats to
human health (EFSA (European Food Safety Authority), 2015, 2017). At a time when
consumer awareness of nutrition and health is increasing, it is important that meat
products should be safe for all consumers. This is the case particularly with beef,
which is a large part of human diet and therefore its quality is of importance not only
to consumers, but also to food authorities and the meat industry. Meat production
encompasses slaughterhouses, packers, company- owned distribution and supply
operations and importers. Wholesaling includes the nationwide network of meat and
meat product wholesalers and related warehouse and transportation units. Retailing
includes locations where meat is consumed “on-premise”, such as restaurants. “Off-
premise” retail outlets are supermarkets, butchers, warehouse stores, and similar
locations. Therefore non-compliance to labels may lead to loss of consumer trust and
subsequently loss of revenue for food retailers, as well as have other economic and
safety consequences (Alamprese et al., 2013). Nevertheless, meat can be an attractive
target for fraudulent and deceptive practices, such as selling adulterated with cheaper

ingredients meat and thawed meat as fresh due to its higher market price.

Various analytical methods have been proposed for the detection of frozen-then-
thawed meat including enzymatic, DNA-based, microscopic and sensory techniques
(Ballin & Lametsch, 2008). However, in order to ensure constant large-scale and
effective monitoring, rapid, low-cost, non-invasive methods or methods requiring a
small sample have to be employed. These rapid methods involve various sensors such

as hyperspectral (HSI) and multispectral imaging (MSI), NIR and Raman
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spectroscopy. Such sensors have been previously used in tandem with various data
analysis methods (Dai, Sun, Xiong, Cheng, & Zeng, 2014; Ropodi, Panagou, &
Nychas, 2016) for spoilage estimation (Argyri et al., 2013, 2014; Dissing et al., 2013;
Panagou et al., 2014; Wu & Sun, 2013a), as well as fraud detection e.g. adulteration
(Alamprese et al., 2013; Kamruzzaman, Sun, EIMasry, & Allen, 2013; Morsy & Sun,
2013; Ropodi, Pavlidis, Mohareb, Panagou, & Nychas, 2015; Ropodi, Panagou, &
Nychas, 2017). In terms of detection of frozen-then-thawed meat some work has been
done with fish fillets and HSI (Cheng et al., 2015), minced chicken, pork and turkey
and MIR spectroscopy (Al-Jowder et al., 1997), beef and NIR spectroscopy (Downey
& Beauchéne, 1997), as well as pork and HSI (Barbin, Sun, et al., 2013; Ma et al.,
2015; Pu et al., 2015). To our knowledge, two or more sensors including multispectral
imaging and vibrational spectroscopy have not been used previously either in

combination or separately for frozen-then-thawed minced beef detection.

Thus, the objective of this study was to (a) evaluate the potential of multispectral
imaging and FTIR spectroscopy in tandem with data analysis techniques to identify
frozen-then-thawed minced beef, and (b) compare —and combine if possible— sensors

and models.

3.2 MATERIALS & METHODS

3.2.1 EXPERIMENTAL DESIGN/ SAMPLE PREPARATION

In this study, freshly-ground beef was purchased at seven separate dates from
different butcher shops and supermarkets in Athens, Greece, with no prior knowledge

as to the packaging and storage conditions before purchase. Each purchase
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corresponding to a unique meat batch was then transported to the laboratory within
approximately 30 minutes (seven batches in total). Each batch of ground beef was
divided in fifteen samples of 70-75g each and placed in Petri dishes, while a small
sample was retained for microbiological analyses for the purpose of acquiring
background information. Then, multi-spectral images of the first five samples were
acquired followed by Fourier Transform InfraRed (FTIR) spectroscopy measurements

using ~3g portions from each Petri dish.

/ | multispectral image

acquisition y Data

,,?“ analysis

FTIR measurements

Figure 3.1 Graphical presentation of the data acquisition process.

The remaining samples were frozen at -20°C and stored for seven and 32 days (5
samples/ batch). Samples were then thawed for close to 5h at 4°C so as there was no
evidence of the sample having been frozen in the surface and subsequently subjected
to similar image acquisition. FTIR measurements were then conducted within the next

hour.
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In total, 105 multispectral images and 105 FTIR spectra were collected (7 batches x
15 Petri dishes). In Figure 3.1, a schematic presentation of the data acquisition process

IS presented.

3.2.2 IMAGE ACQUISITION & SEGMENTATION

The procedure for image acquisition and subsequent image segmentation has been
described extensively in previous studies (Panagou, Papadopoulou, Carstensen, &
Nychas, 2014; Ropodi, Pavlidis, Mohareb, Panagou, & Nychas, 2015; Ropodi,
Panagou, & Nychas, 2017), and the previous chapter. Briefly, multispectral images
were captured in 18 non-uniformly distributed wavelengths ranging from 405 to
970nm, including the visible (VIS) and near-infrared (NIR) spectrum using the
VideometerLab instrument commercialized by “Videometer A/S” (Carstensen &
Hansen, 2003). Instrument calibration was performed with: (a) a light setup procedure
called “autolight” which takes into account the type of object to be recorded and in
this case, the first sample of the first meat batch, and (b) a geometrical and

radiometrical calibration (Folm-Hansen, 1999).

The acquired images were then segmented so that redundant information (e.g. sample
background, Petri dish) can be excluded. During this image-processing stage the
respective routines of the VideometerLab software (version 2.12.39) which also
controls the operation of the instrument were used and canonical discriminant analysis
(CDA) was employed as a two-step supervised method to divide the images into
regions of interest by using a simple threshold to separate between pixels of lean
tissue and other pixels. This way, image background and the Petri dish was removed

from the actual sample, as well as adipose from lean tissue was separated.
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3.2.3 FOURIER TRANSFORM INFRARED (FTIR) SPECTROMETRY MEASUREMENTS
& PREPROCESSING

Small portions (approximately 3g) of meat were placed on the surface of a ZnSe 45°
HATR (Horizontal Attenuated Total Reflectance) crystal (PIKE Technologies,
Madison, Wisconsin, United States) and using FTIR 6200 JASCO spectrometer, FTIR
measurements were performed. With the Spectra Manager software version 2 (Jasco
Corp.), spectra were collected from 4000 to 400 cm™ (100 scans, resolution of 4 cm™)
within a period of 2 min. A reference spectrum was acquired at regular intervals using
the crystal with no added meat and the crystal’s surface was cleaned after each
acquisition with detergent and distilled water and then with analytical grade acetone.
Lastly, it was dried with lint-free tissue. Spectra ranging approximately from 1800 to

800 cm™ were exported.

3.2.4 DATA ANALYSIS

After image segmentation, the average reflectance values and their standard deviation
per wavelength based on selected pixel intensity values were extracted resulting in 36
variables (18 mean values and 18 standard deviations) per image. Additionally,
standard normal variate (SNV) transformation was performed on the acquired spectra

and then the FTIR spectra were autoscaled.

The unsupervised method of principal component analysis (PCA) (Jolliffe, 2002) was
used in order to visualize and provide insight. Furthermore, two widely-spread and
robust supervised classification techniques were employed in order to discriminate
between fresh and frozen-then-thawed samples: Partial least squares discriminant

analysis (PLSDA) and support vector machines (SVM).
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Analytically, The PLSDA implementation used is described by Boulesteix and
Strimmer (2007). Model development was performed with maximum number of PLS
components equal to 10 and the optimum number of components was estimated based
on the overall correct classification (OCC) criterion using the results of cross-
validation (CV) with 10 random partitions (80% for PLS model development, 20% for
CV). On the other hand, SVMs (Cortes & Vapnik, 1995) is a very popular machine
learning methodology where the original data points are mapped from the input space
into a higher dimensional feature space using a kernel function, in order to construct a
maximal separating hyper-plane. In this case, the linear kernel was employed. Grid
search for the optimal capacity (C) parameter coupled with 10-fold CV was employed
for model development. The capacity parameter varied from 0.5 to 10, using a 0.5

step for both MSI and FTIR data.

In both methods, a scheme for robust model training and validation was employed.
Specifically, the first five batches were partitioned in a stratified manner, 60% for
model training and 40% of testing/validation, i.e. three fresh, three frozen for 7 days
and three frozen for 32 days samples per batch for training (45 samples for training
and 30 for testing). The last two batches (30 samples) were retained for independent
batch validation, thus testing the generalization ability of the models when meat
batches are not previously known and assuming batch variability. Models were
developed based on the training set (60% of batches 1-5, 45 samples), a test set (40%
of batches 1-5, 30 samples) used for validation, while batches 6 and 7 (30 samples)

were reserved for external validation.

In terms of implementation, PCA as well as PLSDA figures were made using

MetaboAnalyst3.0 and software (Xia et al., 2015). PLSDA was implemented in R
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v.3.0.2 (http://www.r-project.org/, The R Foundation for Statistical Computing,

Vienna, Austria) and Rstudio v.0.97.551 interface (RStudio, Inc., Boston,
Massachusetts, USA), using the “plsgenomics” package (Boulesteix, 2004; Boulesteix
& Strimmer, 2007; de Jong, 1993). SVMs were developed using Statistica v.8.0
software (Statsoft Inc., Tulsa, OK, USA). Lastly, FTIR preprocessing was performed

in MATLAB 2012a software (The MathWorks, Inc., Natick, Massachusetts, USA).

3.3 RESULTS & DISCUSSION

3.3.1 MULTISPECTRAL IMAGE DATA VS. FTIR DATA

Typical MSI and FTIR profiles of fresh and frozen-then-thawed samples, are given in
Figure 3.2a and b, respectively. In particular, red lines correspond to fresh minced
beef, whereas green and purple to frozen-then-thawed samples, i.e. green for 7 days
and purple for 32 days of storage. Differences in spectra were observed among fresh
and frozen-then-thawed MSI spectra (Figure 3.2a) both in the visible (mostly for
wavelengths equal and greater than 505nm) and the NIR area. The range of 510-650
nm has previously been associated among others with myoglobin, metmyoglobin and
oxymyoglobin, and the spectra between 750 and 970 nm are connected with O-H
stretching relating to water content/ moisture as suggested in the literature (Liu et al.,
2003; Ma et al., 2015; Pu et al., 2015). While the visible area provides information
likely suggesting a conversion and degradation for a number of myoglobin derivatives
and discoloration due to the thawing process, NIR spectra might provide information
such as water content and denaturation of proteins (910 nm band might indicate a

contribution of proteins) (Liu et al., 2003).
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Figure 3.2 Typical (a) MSI and (b) FTIR spectra of minced beef for fresh, as well as frozen-then-
thawed minced beef after 7 days and 32 days of storage at -20°C.

Similarly, differences in FTIR measurements are less evident, as small changes in
absorbance in certain wavenumber ranges can be observed (Figure 3.2b). These
changes are mostly observed in the area 1650-1620 cm™ associated with water/
moisture and therefore relevant to the thawing process and 1560-1530 cm™ assigned
with the amide 1l band and previously related to the spoilage process (Ammor et al.,

2009; Argyri et al., 2014).
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Figure 3.3 Principal component analysis scores for (a) multispectral imaging and (b) FTIR training
data (Principal Components - PCs 1 vs. 2) and partial least-squares discriminant analysis scores for (c)
multispectral imaging and (d) FTIR training data (PLS components 1 vs. 2). Red and green dots
correspond to fresh and frozen-then-thawed samples.

The use of PCA revealed that in the case of multispectral data the separation, although
not absolute, is more evident among fresh and frozen-then-thawed samples using only
the first two principal components (Figure 3.3a and b). This can be attributed to the
fact that the variance explained using only two components is more than 95% for

MSI, whereas in the case of FTIR data is close to 77%. However, while these show

PhD Thesis Athina I. Ropodi 77



“Determination of minced meat quality using machine learning”

that there are some differences among the types of samples, it does not provide any
conclusions, as more than two components may be used to describe the data. As a
supervised technique, the PLSDA model is developed in order for components to
sharpen the separation between groups, which is not the case for PCA. Therefore it is
logical to assume that the PLSDA components of the training data will display a
better discriminatory power for FTIR data, as is the case in Figure 3.3c and d.
VideometerLab data are displayed similarly in PCA and PLSDA score plots (Figure

3.3aand c).

It should be noted that total viable counts (TVC) ranged from 4.85 to 8.06 log CFU/g,
displaying variability not only in terms of meat batch but also in terms of microbial
quality. These microbiological measurements are also available in the supplementary

material (Table S1, Appendix I).

3.3.2 MODEL VALIDATION & DISCUSSION
As mentioned in Section 3.2.4, models were developed based on the training set (45
samples), a test set (30 samples) used for validation, while batches 6 and 7 (30

samples) were reserved for external validation.

In the case of PLSDA, the optimal number of components selected was 8 in both
datasets, whereas in SVM with linear kernel optimal capacity was equal to 7 and 0.5

for MSI data and FTIR data, respectively.

The overall correct classification results are shown in Table 3.1, for both instruments.

PhD Thesis Athina I. Ropodi 78



“Determination of minced meat quality using machine learning”

Table 3.1 Overall correct classification (%) results for training, test and external validation sets for
partial least squares discriminant analysis (PLSDA) and support vector machines (SVM) with linear
kernel (multispectral imaging and FTIR spectra).

Overall correct classification (%)

trainin external
g testset  validation
set
set

Multispectral imaging

PLSDA

(8 components) 100.00% 100.00% 100.00%
SVM

(Linear kernel, C=7.0) 100.00% 100.00% 100.00%
FTIR

PLSDA

(8 components) 100.00%  93.33% 96.67%
SVM

(Linear kernel, C=0.5) 100.00%  86.67% 83.33%

As shown, in all cases the classification accuracy for the training set is 100%. This is
not uncommon, as models were trained based on these samples, however in the case
of multispectral data, all samples are classified correctly (Table 3.1, Table 3.2) in both
testing and external validation sets. PLSDA also yielded a high correct classification
rate of, 93.33 and 96.67% for testing and external validation, respectively, in the case
of FTIR data (Table 3.1). SVM performance for FTIR data was inferior compared to
PLSDA but still satisfactory presenting 86.67 and 83.33% correct classification rates
for testing and external validation, respectively. This can be attributed to the large
number of variables compared to the number of observations, as well as the high
degree of collinearity observed among absorbance values for different wavenumbers
of the FTIR spectra that may influence model performance. It is interesting to note

that all fresh samples from batch 7 were misclassified as frozen-then-thawed (Table
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3.2), while at the same time this batch had by far the lowest TVC (4.85 log CFU/qg) as

shown in the supplementary material (Table S1). Given that spoilage affects meat

color and can be detected with multispectral imaging (Dissing et al., 2013; Panagou et

al., 2014), it is likely that the SVM model performance was influenced by the lack of

minced beef samples with a similar spoilage profile.

Table 3.2 Confusion matrices for testing and external validation samples, for both multispectral

PhD Thesis

imaging and FTIR data.

VideometerLab - test samples

PLSDA & SVM - predicted

class
true class fresh frozen-then-thawed
fresh 10 0
frozen-then-thawed 0 20

VideometerLab - validation samples

PLSDA & SVM - predicted

class
true class fresh frozen-then-thawed
fresh 10 0
frozen-then-thawed 0 20

FTIR -test samples

PLSDA - predicted class

true class fresh frozen-then-thawed
fresh 8 2
frozen-then-thawed 0 20
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FTIR -validation samples

PLSDA - predicted class

true class fresh frozen-then-thawed
fresh 9 1
frozen-then-thawed 0 20

FTIR -test samples

SVM - predicted class

true class fresh frozen-then-thawed
fresh 10 0
frozen-then-thawed 4 16

FTIR -validation samples

SVM - predicted class

true class fresh frozen-then-thawed
fresh 5 5
frozen-then-thawed 0 20

Indeed, PLSDA proved more robust in the FTIR case, as this method is good at
dealing with data matrices having a large number of variables, which can also be
highly correlated/ collinear (Biancolillo et al., 2014; Dai et al., 2014). Furthermore,
the validation scheme employed has showed a balance among test and external
validation results and therefore a case of model overfitting can be excluded. On the
contrary, this balance is indicative of the models’ ability to generalize and identify
frozen-then-thawed samples regardless of within-batch and between-batch variability.
Lastly, fresh samples were separated from frozen samples, regardless of the number

of days stored and their microbiological profile.
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While multiple instruments and minced beef have not been investigated before, the
current results are in good agreement with previously published studies. Specifically,
Al-Jowder et al. (1997) used MIR data from minced turkey, pork and chicken to
discriminate between fresh and frozen-then-thawed samples. Principal component
analysis scores shown for chicken displayed very good separation among samples,
and while it was applied for different types of meat, the results suggest that the
thawing process alters meat significantly. Furthermore, Downey & Beauchéne (1997)
used NIR and factorial discriminant analysis (FDA) for beef (m. longissimus dorsi)
subjected to multiple (1-3) freeze-thawing cycles. While the model was unable to
differentiate among samples subjected to different number of cycles, all thawed
samples were classified as thawed. In total, only three of the 16 fresh samples were
misclassified and the OCC was 95.3%, which is similar to the PLSDA results
obtained in this work for the FTIR data. In the case of HSI, OCC was over 97%,
reaching in some cases 100% after wavelength selection using various modeling
techniques (Barbin, Sun, et al., 2013; Ma et al., 2015; Pu et al., 2015). PLSDA was
also employed by Barbin et al. (2013) and Ma et al. (2015). The former yielded 100%
OCC after wavelength selection, which is consistent with the current PLSDA results.
Optimal wavelengths were selected based on regression coefficients. The latter
yielded similar results (97.73%) for the three-class case (fresh, thawed once & thawed
twice) while incorporating textural features in the analysis. Textural characteristics
were also employed by Pu et al. (2015) and OOC was 100% after variable selection
(40 wavelengths). The MSI sensor used for this work was therefore appropriate as it
yielded similar results with the HSI sensors after wavelength selection. However, it
should be noted that in these cases -even when different meat batches were employed-

samples from similar animals (age, weight, feeding environment) and/or from specific
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retailers, local markets (Barbin, Sun, et al., 2013; Ma et al., 2015; Pu et al., 2015), or

commercial slaughter-house were acquired (Downey & Beauchéne, 1997).

In conclusion, rapid methods coupled with data analysis methodologies can be
utilized in monitoring compliance to label and specifically the detection of frozen-
then-thawed minced beef. The generalization ability of the models utilizing meat
batches with no prior knowledge of quality and product history is also highly
significant. MSI proved slightly superior and left no room for a combination of sensor
data at a low, mid- or high- level as applied in other cases (Biancolillo et al., 2014).
The validation scheme proved effective in avoiding overfitted models, which in turn

could be used for screening purposes provided that the original dataset is extended.
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CHAPTER 4.

SPOILAGE ESTIMATION WITH MACHINE LEARNING
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4 ABSTRACT

This chapter explores the modeling of spoilage using various machine learning
methodologies and two different datasets; based on two separate studies. The first has
been accepted in the scientific journal “Food Research International” and both the
manuscript and supplementary files are available in Appendix I, while the second was
accepted as a poster presentation. The studies and the author’s contribution are

presented below:

> Estelles-Lopez, L., Ropodi, A., Pavlidis, D., Fotopoulou, J., Gkousari, C.,
Peyrodie, A., Panagou, E., Nychas, G.-J., Mohareb, F. (2017). An automated
ranking platform for machine learning regression models for meat spoilage
prediction using multi-spectral imaging and metabolic profiling. Food

Research International, In press. http://doi.org/10.1016/j.foodres.2017.05.013,

where the author of this thesis was involved in the laboratory work (data
acquisition from instruments).

» Ropodi A.l., Panagou E.Z. and Nychas G.-J.E. (2015) “Assessment of minced
beef spoilage using Fourier Transform InfraRed (FTIR) spectroscopy,
ensemble learning and Artificial Neural Networks (ANNs)”, 9th International
Conference on Predictive Modelling in Food (ICPMF9), Rio de Janeiro,
Brazil, 8-12 September 2015, [P.104], where the author was responsible for
the data analysis employed and also contributed in the data acquisition process

and submission.
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The following sections present a modified version of the submitted version focusing
mostly on the author’s involvement and results of the machine learning

methodologies.

Briefly, in Section 4.1 using “MeatReg” -a web-based application- regression models
for the estimation of spoilage have be tested and compared. The results are visualized
for various sensors and methodologies. The dataset includes samples stored in

different temperatures and under aerobic and MAP conditions.

In Section 4.2, standalone artificial neural networks (ANNs) and combined ANNSs in
an ensemble-based approach, where multiple models are employed for the final
prediction result, are used for spoilage estimation of minced beef. This method is

tested for TVC prediction with FTIR data.
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4.1 ESTIMATION OF SPOILAGE WITH “MEATREG”

4.1.1 INTRODUCTION

As mentioned in Chapter 1, spoilage is subjective among consumers, usually
associated with the presence of gross discoloration, strong off-odours and
development of slime due to intrinsic or extrinsic factors (Nychas et al., 2008) and
involving very different microbial groups depending on the storage conditions e.g.
packaging, temperature (Doulgeraki, Ercolini, Villani, & Nychas, 2012). However,
there are some objective criteria, such as those set by EU authorities (European
Commission, 2005) where the quality of fresh meat is evaluated only by viable counts
of bacteria able to grow on very generic medium (Total viable counts) or on counts of
the Enterobacteriaceae family. In addition, it is well established that pseudomonads
are the major cause of spoilage in aerobic conditions producing slime and off-odours,
while other microorganisms like B. thermosphacta, Enterobacteriaceae and lactic acid
bacteria are dominating under modified atmosphere packaging (Nychas et al., 2008).
While counting colonies is certainly time-consuming and costly, recently, rapid, non-
invasive methods relying on processing large datasets using computational analysis
are gaining popularity (Ropodi et al., 2016). On the other hand, while research
involving these data with machine learning techniques is extensive, guidelines to
choose the machine learning method that provides the best results for a specific type

of data are still needed.

Therefore, the aim of this work is (i) to develop spoilage prediction models from data
derived from different analytical instruments, and (ii) to implement an accuracy
ranking system through a platform (MeatReg), which assesses the suitability of

machine learning methods to specific type of metabolic data provided by a certain

PhD Thesis Athina I. Ropodi 88



“Determination of minced meat quality using machine learning”

analytical process. For this study, metabolomics data from minced beef samples
stored under aerobic and modified atmosphere packaging were collected using five
different analytical and imaging instruments: electronic nose (e-nose), High
Performance Liquid Chromatography (HPLC), Fourier Transformed Infrared
Spectroscopy (FTIR), Gas Chromatography coupled to Mass Spectrometry (GC-MS)

and multi-spectral imaging (MSI).

4.1.2 MATERIALS & METHODS

Experimental design

Fresh minced meat was obtained from a central butcher shop in Athens and
transported under refrigeration to the laboratory within 30 min. Portions of
approximately 75-80 g were placed on styrofoam trays, were stored in aerobic or
under modified air packaging (MAP) conditions (20% CO,/ 80% O) at 4 and 10°C.
For aerobic storage, samples were covered with plastic food membrane for domestic
use and for MAP storage, samples were packed into plastic pouches of gas
permeability at 20°C and 50% relative humidity of ca. 25 and 90 cm®m? per
day/10°Pa for CO, and O, respectively, using a HenkoVac 1900 Machine. At
appropriate time intervals (approximately every 24 and 12 hours for the case of 4°C
and 10°C respectively), multispectral images of duplicate samples were captured and
samples were analyzed microbiologically until spoilage was pronounced and sub-
samples were stored (-20°C) for FTIR, HPLC, GC-MS and e-nose measurements.
Additionally, three more samples at 0 hours (control samples) were analyzed. In total,
105 samples (three control samples and 11-14 duplicate samplings per packaging

condition per storage temperature) were analyzed.
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Microbiological analysis

Twenty-five gram-portions from each meat sample were weighted aseptically in
400ml sterile stomacher bags (Seward Medical, London, United Kingdom),
containing 225ml of sterile quarter Ringer's solution (LabM Limited, Lancashire,
United Kingdom) and were homogenized for 60 sec (Lab Blender 400, Seward
Medical). Appropriate serial dilutions were prepared with the same Ringer's solution
and duplicate 0.1 or 1 mL samples of the appropriate dilutions were spread or mixed
on the following media: plate count agar (PCA, Biolife 4021452, Milano, ltaly) for
total viable counts (TVC), incubated at 30 °C for 48—72 h; Pseudomonas agar base
(PAB, Biolife 401961,Milano, Italy) for Pseudomonas spp., incubated at 25 °C for
48-72 h; streptomycinthallous acetate-actidione agar (STAA, Biolife 402079, Milano,
Italy) for B. thermosphacta, incubated at 25 °C for 72 h; and deMan—Rogosa—Sharpe
medium (MRS, Biolife, 4017282, Milano, Italy) with pH adjusted to 5.7 with 10 N
HCI, for lactic acid bacteria overlaid with the same medium and incubated at 30 °C
for 48-72 h. All plates were examined visually for typical colony types and
morphological characteristics that were associated with each growth medium.
Moreover, the selectivity of each medium was routinely checked by Gram staining

and microscopic examination of smears prepared from randomly selected colonies.

Data acquisition

MSI and FTIR measurements were acquired using VidometerLab (VM) and Jasco

6200, as described in Chapters 2 and 3 previously.
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Since HPLC, GC-MS and e-nose measurements are beyond the scope of this thesis,
the data acquisition and data extraction for these instruments are presented in detail in

the accepted manuscript (Estelles-Lopez et al., 2017), in Appendix 1.

Data analysis

In particular in this study, seven machine learning methods; namely Ordinary Least
Squares regression (OLS-R), Stepwise Linear regression (SL-R), Principal
Component regression (PCR) , Partial Least Squares Regression (PLSR), Support
Vector Regression (SVR), Random Forests Regression (RF-R) and k-Nearest
Neighbours’ Regression (kNN-R) were used to predict bacterial counts for
Pseudomonads, Lactobacilli, B. thermosphacta and Enterobacteriaceae, as well as for
TVC (Figure 4.1). This way, the most suitable analytical platforms to predict bacterial
counts for each type of bacteria present in meat stored under aerobic or modified
atmosphere conditions were identified and machine-learning methods were ranked for

each scenario according to their performance.

OLS-R and SL-R are linear regression methods (Hastie, Tibshirani, & Friedman,
2009) and were performed using the “lm” function present in the package “stats” in R
base. PCR, and PLSR were implemented using the “pcr” and “pls” functions with 3
components from the “pls” package (Mevik & Wehrens, 2007), Random forest was
implemented with 200 trees using the “randomForest” function from the
“randomForest” package (Liaw & Wiener, 2002). For SVR the implementation was
performed using the “svm” function from the “e1071” package (Dimitriadou et al.,
2011) and the kernel selected was the radial basis kernel (RBF). The values for grid

search were 0, 0.03, 0.06, 0.09, 0.20, 0.30, 0.60 and 0.90 for gamma; 0, 0.02, 0.04,

PhD Thesis Athina I. Ropodi 91



“Determination of minced meat quality using machine learning”

0.06, 0.10, 0.20, 0.30 and 0.60 for epsilon; and 1, 4, 7, 10, 13, 16, 19, 30, 50, 70, 90
and 110 for the cost. Finally, KNN, predicts the value of an unknown sample based on
the values of the k samples closer in distance. It was implemented using the function
“knn.reg” from the “FNN” package (Beygelzimer, Kakadet, Langford, Arya, &
Mount, 2013).The best k was selected using grid search from k=4 to 10. It should be

noted that no data pre-treatment was performed prior to analysis.

 MSI
* FTIR

Analytical Platforms * E-nose
o HPLC
* GCMS

o Total Viable Counts
® Pseudomonas spp.
e Lactic Acid Bacteria
® Br. Thermosphacta
¢ Enterobacteriaceae

Microbiological
Analysis

¢ Ordinary Least Squares regression (OLS-R)
¢ Stepwise Linear regression (SL-R)
¢ Principal Component regression (PCR)
o Partial Least Squares Regression (PLSR)
¢ Support Vector Regression (SVR)
* Random Forests Regression (RF-R)
| ek-Nearest Neighbours’ Regression (kNN-R)

Machine Learning
Methods

e Aerobic storage conditions (AIR)

Packaging conditions « Modified Air Packaging (MAP)
¢ AIR+ MAP

Figure 4.1 All possible combinations for model development in MeatReg.
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For the methods that required grid search the dataset was split into training and
testing. The training dataset was used to perform a model for each one of the
possibilities of the grid search. The performance of each one of the models was
calculated using the testing dataset and the parameters, which provided the model
with the lowest RMSE, were selected. Furthermore, to assess the performance of the
machine learning algorithms, Monte Carlo cross validation (Xu & Liang, 2001) was
used. For K=20, the samples from each dataset were randomly distributed into
training and testing datasets in 20 different splits. Then, the performance is calculated

as an average of the performance of the 20 models.

Results were evaluated by calculating:

» the root-mean-square error (RMSE), quantifying the difference between
predicted and observed values

»  Amax, the maximum difference between predicted and observed values

» the bias factor (Bf) and the accuracy (A factor, indicating the difference
between observed and predicted values and the systematic bias (Argyri,
Panagou, Tarantilis, Polysiou, & Nychas, 2010; Ross, 1996)

» the “accuracy” metric, i.e. the percentage of samples correctly predicted,
where a sample is considered correctly predicted if the difference between

predicted and observed values is less than 1 log CFU/g (Mohareb et al., 2016).

4.1.3 RESULTS & DISCUSSION
In Figure 4.2- Figure 4.4, an intuitive mapping of the results is presented based on

RMSE.
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eNose

GCMS

VM

HPLC

FTIR

Figure 4.2 MeatReg results for samples stored in aerobic conditions.

In the plots both RMSE and accuracy values are mentioned based on the best machine
learning method, per microorganism and analytical instrument. Light green tones
represent that a good prediction of the bacterial count whilst red tones illustrate that

no machine learning method provided a good performance.

In particular, Figure 4.2, Figure 4.3, Figure 4.4 refer to results concerning aerobic
storage conditions, MAP and both respectively. The analytical performance per
platform and machine learning method can be found in the extracted MeatReg reports

(Estelles-Lopez et al., 2017, supplementary material), also provided in Appendix I.
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However, the most relevant results will be mentioned below, focusing mostly on MSI

and FTIR.

HPLC

GCMS

VM

eNose

FTIR

Figure 4.3 MeatReg results for samples stored in MAP.

Model’s performance validation revealed that RMSE values ranged from 0.370 to
1.321 across different best machine learning methods to predict each of the species
counts for AIR, MAP conditions separately (Figure 4.2, Figure 4.3). Furthermore, for
mixed storage conditions (AIR + MAP) showed comparable results to storage-specific

models; with RMSE values ranging from 0.388 to 1.343 (Figure 4.4).
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VM

HPLC

GCMS

FTIR

Figure 4.4 MeatReg results for samples stored in aerobic and MAP conditions.

Under AIR packaging storage (Figure 4.2), the best overall prediction outcomes were
obtained from data derived with HPLC and MSI. Pseudomonads, were best predicted
using MSI combined with PLSR (RMSE = 0.853), while HPLC achieved 100%
prediction accuracy for Lactobacilli (RMSE = 0.466) combined with RF-R, 93.9%
and 92.6% combined with kNN-R for TVC (RMSE = 0.508) and B. thermosphacta
(RMSE = 0.564) respectively. MSI proved very good (accuracy = 97.5%, RMSE =
0.495) for Lactobacilli estimation. E-nose achieved over 86% for Enterobacteriaceae

and lactic acid bacteria respectively.
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For MAP storage (Figure 4.3), models achieved a better overall performance as the
RMSE ranged from 0.370 to 0.866, with RF-R providing the best predictions in most
cases. In the case of MSI, RF-R vyielded 94.1, 92.7 and 92.5% accuracy for
Lactobacilli, Pseudomonads and Enterobacteriaceae respectively. In addition to this,
the RMSE ranged from 0.506 for Lactobacilli to 0.822 for B. thermosphacta both
using RF-R. While FTIR results were slightly inferior, again RF-R was the best
method and RMSE ranged from 0.574 for Lactobacilli to 0.866 for

Enterobacteriaceae.

For e-nose, the RMSE ranged from 0.431 for Lactobacilli to 0.654 for Pseudomonads.
For GC-MS data, the RMSE ranged from 0.426 for Lactobacilli to 0.621 for B.

Thermosphacta and the accuracy was above 89% for all bacterial counts.

The best predictions for Enterobacteriaceae, were obtained using GC-MS, with an
RMSE of 0.480 and an accuracy of 93.9%. For Lactobacilli the best RMSE was
obtained using HPLC in tandem with RF-R. For the total viable counts, GC-MS and
e-nose in tandem with SVR and RF-R provided predictions with an RMSE of 0.561
and 0.564 respectively. The best predictions for pseudomonads, were obtained using
GC-MS with KNN-R (RMSE = 0.471 and 96.0% accuracy) and the best predictions
for B. Thermosphacta, was obtained using e-nose combined with RF-R (RMSE =

0.566 and 92.8% accuracy).

In the case of mixed samples (AIR + MAP), the packaging type was not included as a
model input variable, in order to evaluate the performance of the developed pipeline
in achieving a good prediction accuracy regardless of the packaging system applied

(Figure 4.4). MSI vyielded good accuracy (over 88%) for all cases, except for
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pseudomonads and RMSE ranged from 0.45 for lactic acid bacteria to 0.869 for
pseudomonads. While FTIR data had the worst prediction performance, it did well in
the prediction of lactid acid bacteria (RMSE = 0.559 and accuracy = 92.3%) and TVC
(RMSE = 0.628 and accuracy = 89.5%) combined with RF-R. For this case, GC-MS
coupled with RF-R achieved the best prediction accuracy throughout all growth
media, followed by HPLC coupled with KNN-R (Figure 4.4). The best predictions for
Enterobactriaceae, B, thermosphacta, Lactobacilli, Pseudomonads and total viable
counts were all achieved using random forest with the RMSE at 0.558, 0.568, 0.368,

0.66, and 0.471 respectively.

In total, this work explored in detail the concept of using rapid analytical techniques
based on sensors requiring a limited amount of sample and non-destructive/ non-
invasive sensors for rapid microbial quality estimation. Indeed, the implementation of
these rapid techniques coupled with data analysis methods has given promising results
in several food products (Ropodi et al., 2016). MeatReg is the first attempt to compare
machine-learning methods to determine the suitable instrument and machine learning
methodology and visualize the results in an intuitive way. This analysis could be used
to evaluate (i) spoilage regardless the storage conditions e.g. temperature, packaging

etc., and (ii) the feasibility of using in the food sector specific instruments/ sensors.

More specifically, MSI proved a suitable choice for the prediction of Pseudomonads
and Enterobacteriaceae counts, as they are well known to be related with meat
spoilage under aerobic packaging conditions (Nychas et al. 2008). FTIR results were

less accurate, but satisfactory nonetheless.
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Another important factor that has to be taken into account is the convenience in terms
of portability of the instruments and their ability to be used for in- or on-line
applications. For example, due to technological advances MSI is quite convenient due
to its portability and can be part of the food industry production line, while providing
very fast and accurate results. On the other hand, although HPLC and GC-MS usually
provide accurate predictions, they are not portable and cannot be deployed within the
production chain. They could, however, be used by authorities in their analytical
laboratories for supplementary analyses. Electronic nose and FTIR are also
convenient methods and provide good prediction (>86%) for TVC, but the lack of
accuracy in the case of pseudomonads in meat stored under aerobic packaging, can be

a drawback.

In terms of validation approaches, Monte Carlo cross-validation was used in order to
decrease the risk of overfitting (Xu & Liang, 2001). Other common strategies involve
LOOCV methodologies and randomly splitting the original dataset into training and
testing datasets (Westad & Marini, 2015), but the calculation of the statistical
parameters highly depends on which samples fell into each dataset. In contrast to
splitting the dataset into training and testing datasets only once, this method is more
reliable to assess the performance as it does not depend that much in which samples

randomly fall into the training and testing subsets (Mohareb et al., 2016).

As far as the models performance for each of the applied analytical instruments is
concerned, MSI, HPLC and GC-MS provide good predictions for all types of counts.
The predictions regarding Enterobacteriaceae and B. thermosphacta are limited for
FTIR and e-nose respectively, while both failed to predict pseudomonads counts

under aerobic packaging. Additionally, results show that kNN-R and RF-R could
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provide high prediction accuracy and be promising methods. FTIR’s less accurate
performance could be attributed to (a) no data preprocessing was performed, e.g. for
baseline correction, and (b) the fact that a huge amount of data are derived in
comparison with HPLC (18 peaks), e-nose (12-20 peaks), MSI (18 wavelengths) and
GC-MS (130 peaks). It should be taken into account whether data mining should be

applied before the implementation of ‘MeatReg’.

To sum up, HPLC data is very suitable to predict bacterial counts in most cases. MSI
and GC-MS data are suitable combined with various methods. However, GC-MS is an
unlikely candidate to be introduced in the industry due to its high cost, high
maintenance and size, compared to more portable MSI platforms. For lactic acid
bacteria all the methods provided accurate predictions, while for Enterobacteria
support vector machines, linear regression and stepwise linear regression provided the
best results. For FTIR data, aside from Pseudomonads and Enterobacteria under
aerobic conditions, RF-R provided the best predictions. Additionally, the results rank
PLSR, kNN-R, PCR and SVR next, which work generally fine for all methods with

some exceptions.
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4.2 ENSEMBLE NEURAL NETWORKS FOR THE PREDICTION OF MICROBIAL
SPOILAGE

In this subsection, standalone artificial neural networks (ANNs) and combined ANNSs
in an ensemble-based approach, where multiple models are employed for the final
prediction result are employed. This method is tested for TVC prediction with FTIR

data.

4.2.1 INTRODUCTION

Lately, rapid methods based on spectroscopy techniques have been applied in various
food products. FTIR spectroscopy and ANNs have been applied previously indicating
promising results (Argyri et al., 2013; Panagou, Mohareb, Argyri, Bessant, & Nychas,
2011). Panagou et al. (2011) used a multilayer-perceptron (MLP) for classification
among fresh, semi-fresh and spoiled beef fillets based on sensory data, as well as
prediction of TVC, whereas Argyri et al. (2013) used ANNs -combined with a genetic

algorithm for fine-tuning- for the case of minced beef.

One common problem often associated with machine learning prediction models and
ANNSs in particular is overfitting, i.e. the case of good model performance in the
training phase, but poor performance in unseen/ independent data. This can be
attributed in various factors, for example the quality and size of the training set and
how representative the samples are. Since ANNs are often very difficult to fine-tune
(e.g. determining learning rate, number of layers and neurons per layer, choosing
transfer function, etc.) training these models given the relatively smaller amount of
samples/ measurements found in food applications -compared to other machine
learning applications- can be very complicated. Models with similar performance in

known datasets will display very different performance when tested on new data. To
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avoid these failures, the ensemble-based methodologies have been proposed. This
methodology is based on combining different models and their corresponding results
using bagging and boosting (for creating random data repartitions and data
resampling), therefore developing multiple classifiers or regression models and using
a fusion method to determine the final result (e.g. majority voting in the case of
classifiers) (Mohareb et al., 2016). Mohareb et al. (2016) employed this concept with

e-nose data and SVMs for beef fillets with good results.

The purpose of with this work was two-fold; (a) to develop improved ANN models
based on spectroscopic measurements for spoilage assessment and (b) explore the

efficacy of an ensemble learning methodology.

4.2.2 MATERIALS & METHODS

Experimental design

Fresh minced beef of two different batches was purchased from a local retailer.
Portions of 70-75g were placed onto styrofoam trays, packaged in air or under
modified air packaging conditions (20% CO,/ 80% O,), and stored at 4 and 10°C. At
appropriate intervals, four samples were analyzed; total viable counts (TVC) were
determined and sub-samples were stored (-20°C) for FTIR measurements. In total,

168 samples were analyzed over 13 days.

The FTIR measurements and microbiological analysis methodology are described in

detail in Section 4.1.2.
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Model development

FTIR measurements were pre-processed applying Standard Normal Variate (SNV)
transformation at the approximate wavelength range of 1800-800 cm™ and subjected
to PCA for dimensionality reduction, as ANN training can be computationally
demanding. The PCs whose eigenvalues were equal to or greater than one; were

selected. The resulting PCA scores were then used for model development.

The dataset was partitioned randomly and approximately 20% of the measurements
was retained for testing and the remaining was used for model calibration. After some
initial experimentation, the ANNs used included an input layer (18 neurons), two
hidden layers with hyperbolic tangent sigmoid transfer function and a single output
neuron with linear (identity) transfer function. To avoid overfitting, early stopping
criteria were employed and a small subset was used for internal validation. The
calibration set was then split anew and ~80% was used for model training and the rest
for internal validation. Each feed-forward ANN was trained for up to 200 epochs,
with early stopping if the internal validation MSE showed no improvement for 5
epochs. A 0.01 learning rate was employed and momentum was set to 0.9, while the
BFGS quasi-Newton back-propagation algorithm was employed for training (Dennis
Jr. & Schnabel, 1996; Sumathi & Surekha, 2010). For the ensemble approach, various
combinations of neurons per layer were investigated with maximum neurons being
30. The “fused” decision was the average TVC of all ANNs that followed certain

criteria based on MSE and Coefficient of correlation (R).

All models were developed using MATLAB software (“MATLAB 2012a, The

MathWorks, Inc., Natick, Massachusetts, United States”).
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4.2.3 RESULTS & DISCUSSION

Based on both mean squared error (MSE) and correlation coefficient (R) during
calibration and internal validation, 10 ANNs were selected for the final model.
Criteria consisted of: (a) R being greater than 0.9, (b) MSE < 0.15 (logCFU/g)* for
both training and internal validation, (c) the absolute difference in MSE (JAMSE])
being smaller or equal to 0.1, indicating a balance in results and (d) the total number

of neurons in the hidden layers being no more than 30.

Table 4.1 MSE values for the selected ANNSs for training, internal validation and testing set.

ANN _inlayers _inlayers _ MSEc MSEwu IAMSEl  MSEu
1 3 1 0.09 0.10 0.00 0.17
2 9 9 0.10 0.11 0.01 0.25
3 6 9 0.10 0.12 0.02 0.18
4 12 4 0.09 0.13 0.04 0.24
5 4 15 0.11 0.14 0.03 0.20
6 5 2 0.08 0.14 0.06 0.23
7 16 11 0.10 0.14 0.04 0.16
8 9 8 0.10 0.14 0.04 0.26
9 5 5 0.06 0.14 0.08 0.21
10 6 17 0.06 0.15 0.08 0.22

* MSEy, MSE;wa, MSEs: Mean squared error for training, internal validation and testing sets
respectively, ]AMSE]|: absolute difference of training and internal validation MSEs.

Models were then tested using the original test set. Results showed that ANNs with
two hidden layers performed well in terms of mean squared error (MSE), however
testing results were mixed. In Table 4.1, the MSE values for training, internal

validation and testing of the selected ANNSs are presented.

Their standalone performance of the best ANNs for the assessment of TVC in terms

of MSE (log CFU/g)? varied from 0.16 to 0.26.

Additionally, the ensemble model which was created combining the former ANNSs

yielded an improved MSE equal to 0.16 compared to the majority of ANNSs explored,
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while Ryt Was approximately 0.91.While the “best” ANN (#7) seems equally good,
based on MSE values, it is interesting to note that another ANN would have been

chosen, therefore yielding worse results.

Furthermore, these results in terms of MSE/ RMSE are improved compared to
previous works, as GA-ANNSs yielded RMSE = 0.71 log CFU/ g (MSE=0.50) for only

one storage temperature (5°C) and the error in the case of beef fillets was larger.

10

Observed TVC (log CFU/g)

(b)

Observed TVC (log CFU/g)

Figure 4.5 Observed vs. predicted TVC values for Ensemble (a) and best-case ANN (b).
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Lastly, in Figure 4.5 the observed vs. predicted TVC values for the ensemble model

(@) and the best -in terms of testing MSE- ANN (b) are presented. The error (Av =

observed-predicted values) is within the +0.5 log CFU/g area (dashed blue lines) for

most cases, and there is only one sample where marginally Av is greater than 1 log

CFU/g (dash-dotted line) and specifically Av = 1.02, in the case of the ensemble

approach.

In conclusion, FTIR spectroscopy, ensemble learning and ANNSs can be used for the

assessment of microbiological quality of minced meat. In fact, by combining more
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than one ANN, more robust predictions have been achieved. This approach avoids

choices based on overoptimistic criteria or unfavorable data partitions.

In the future, this model is can be further validated using an independent dataset in the

same and/or dynamic temperature conditions.
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CHAPTER 5:

DI1SCUSSION, CONCLUSIONS AND NEXT STEPS
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5 INTRODUCTION

In the previous chapters (Chapter 2-4) various applications of multispectral imaging
and FTIR spectroscopy in tandem with advanced data analysis methodologies have

been explored. These applications involve:

I.  Detection of minced meat adulteration using MSI (Chapter 2);
a. Detection and quantification of minced beef adulteration with pork and
vice versa (from now on “Case 1)
b. Detection of minced beef adulteration with horsemeat combined with
storage time (“Case 2”)
Il.  Detection of frozen-then-thawed vs. freshly-ground minced beef using MSI
and FTIR, presented in Chapter 3 and for our purposes called “Case 3”.
I1l.  Spoilage estimation (Chapter 4);
a. Using multiple sensors and comparing results from various machine
learning methodologies (from this point on referred as “Case 4”)

b. Using FTIR, ANNs and ensemble-based approaches (“Case 5).

Other cases related to the work in this thesis involving different datasets and/or other

methodologies are presented in Appendix IlI.

Analyzing the abovementioned cases, the efficacy of developing machine learning
approaches for different applications and datasets using imaging and spectroscopy
instruments is explored. Results showed satisfactory model performance in general
terms, but also indicated the difficulties both in model development and validation,

and possible real-life applications and scenarios. In the following sections, the results
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per case are presented along with an extended discussion on the methodologies
employed, the experimental design, the model development approaches used and their

validation.

5.1 RESULTS PER CASE

In this section results are shown per case:

Case 1:

The aim of this study was to investigate the potential of multispectral imaging for the
detection of minced beef fraudulently substituted with pork and vice versa coupled
with data analysis techniques. In four independent experiments, a different batch of
beef and pork meat were acquired, ground and the appropriate amount of minced beef
and pork was mixed creating nine different proportions of adulteration (10% step) and
two categories of pure pork and beef. Multispectral images in 18 different
wavelengths -55 samples per experiment and 220 in total- were acquired for this

work.

After an image processing step, as an unsupervised technique hierarchical cluster
analysis - HCA (Everitt et al., 2011) was employed per batch to explore the
relationship among adulteration classes using Euclidean Distance and Ward's
minimum variance agglomeration method. In addition to this, PCA was applied in
order to visualize any significant possible differences and groupings among samples,
as well as among classes, both per batch as well as using the first three batches. The

supervised techniques employed were LDA (Fisher, 1936) and PLSDA so as to
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discriminate (a) among the eleven adulteration classes and (b) among the “pure beef”,

“pure pork™ and “adulterated” samples.

Initial analysis with HCA and PCA showed that different meat batches display
significant differences, a parameter that must be taken into account. This was evident
when the batches were compared, as well as when the PCA was applied to the first
three batches. In the latter case, while different classes per experiment were obvious,
the PCA of three batches showed that classes were less evident and more difficult to

differentiate.

On the other hand for the supervised techniques, a 60—40% stratified partition was
applied on the first three batches, meaning 99 samples out of 165 of the three-batch
dataset were chosen in a random way for model calibration the rest were used as a test
set. The fourth batch (55 samples) was also reserved for independent model
validation, in order to determine the models’ ability to generalize regardless of meat
batches. Model performance was measured in terms of recall (sensitivity) and
precision, as well as overall correct classification (OCC) (Sokolova & Lapalme,

2009).

Results showed very good discrimination between pure and adulterated samples, for
PLSDA and LDA, yielding 98.48% overall correct classification. For the 11-class
case, OCC was slightly lower; however 98.48% and 96.97% of the samples were
classified within a+10% category of adulteration for LDA and PLSDA respectively.
When the models were further validated using the data of the fourth experiment for
independent testing, all pure and adulterated samples were classified correctly in the

case of PLSDA. While in the case of 11 categories, all pure samples were classified
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correctly, and only 4 out of 45 adulterated samples were classified as pure. However,
LDA was proved to be less accurate, where, in the case of pure vs. adulterated
samples, the results yielded overall correct classification of 80% and mean per-class
recall and precision of 85.93% and 77.08%, respectively. Lastly, this work proved that
(@) a 10% adulteration with pork in beef and vice versa could be successfully
identified and could thus be considered as a detection limit of the applied method and
(b) the variability among meat batches should be taken into account -not always the

case in previous works.

Case 2:

Following the results of case 1, the case of minced beef adulteration with horsemeat
was explored with an added factor -storage under refrigerated conditions- being taken
into account. In the first stage, similarly to case 1, different levels of adulteration with
a 20% step were prepared, creating four levels of adulteration, as well as pure beef
and horsemeat (b1). For every adulteration class, five samples were prepared and 30
images in total were acquired. Since the dataset displayed similar results compared to
case 1 after preliminary analysis, for the second batch (b2) eight samples were created
per adulteration level focusing on 60-40% and 80-20% and adding a 90-10% level
(w/w) for beef and horsemeat respectively. The resulting 40 samples were prepared
and multispectral images were acquired at the time, as well as after the samples were
stored in high-precision incubators at 4°C for 6, 24 and 48 h. The same procedure was

repeated with a third meat batch (b3) and samples were reserved for independent

PhD Thesis Athina I. Ropodi 111



“Determination of minced meat quality using machine learning”

validation purposes. In total, 110 samples were prepared and 350 images were

acquired.

PCA analysis for b2 showed that freshly-ground and unadulterated samples were
clearly separated from the rest of the samples, indicating a difficulty to differentiate
adulterated and pure samples when stored for hours in refrigerated conditions. In
terms of supervised approaches, PLSDA, RF and SVMs were employed. PLSDA and
RF were used for classification among different percentages of beef (4 classes), pure
beef vs. pure horsemeat vs. adulterated samples, pure meat (both beef and horse) vs.
adulterated samples and freshly-ground vs. stored minced meat. While displaying high
OCC:s for training sets, they significantly underperformed in testing and independent
validation. While this may imply that another methodology should be used, lack of
generalization in the former models may also be attributed to a case of overfitting due
to inadequate representative training samples. Indeed, bl and b2 datasets include two
batches of freshly ground samples, but only one batch of stored samples in
refrigerated conditions, possibly leading to a lack of sufficient data for adulteration

detection.

On the other hand, the improved results for freshly-ground vs. stored samples and
PCA scores for b2 suggested that the classification problem could evolve as “freshly-
ground and pure vs. other samples”. The SVM model (SVM-1) with b2 training data
and a radial basis function (RBF) kernel classified all training samples correctly
(OCC=100%) for internal model validation, while for independent model validation
OCC was equal to 99.38%, with 99.58% and 98.78% mean per-class recall and
precision. Indeed, only one testing sample, a minced horsemeat sample stored for 6 h,

was misclassified. Applying the SVM-2 model, five adulterated samples were
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misclassified (OCC=84.38%) and all pure samples were classified as pure. The largest
(w/w) percentage of horsemeat where samples were misclassified was 20% after
independent validation. In addition, the misclassified sample of SVM-1 was classified
as pure and as a consequence in the two-step SVM model employed all pure and
freshly-ground samples were classified correctly and the overall correct classification

was equal to 95.31% for independent batch validation.

Results show that pure and freshly-ground samples can be differentiated with a
maximum error of 20%. Furthermore, the necessity of independent sample validation
was again proven, while a significant parameter -changes occurring in color during
storage- has been emphasized. Despite these difficulties, pure and freshly-ground
samples were clearly distinguishable, proving that MSI could be used for large scale

detection of adulteration.

Case 3:

In this case, the efficacy of FTIR spectroscopy and MSI data was explored and
compared with the purpose of identifying frozen-then-thawed minced beef labeled as
fresh. For this reason, freshly-ground beef was purchased from seven separate shops
at different times; therefore providing seven different meat batches so as to improve
model generalization and validation. For each batch, minced beef was divided in
fifteen portions and placed in Petri dishes. For the first five samples, multispectral
images were acquired, followed by FTIR spectroscopy measurements using~3g
portions from each Petri dish. The remaining ten were frozen (-20°C) and stored for 7

and 32 days (5 samples per time interval). Then, samples were thawed and subjected
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to similar data acquisition. All in all, 105 multispectral images and 105 FTIR spectra
were collected. TVC ranged from 4.85 to 8.06 log CFU/g displaying variability in
terms of microbial quality.

In terms of data analysis methods, PCA was used for data exploration, while PLSDA
and SVM as a supervised approach. In the latter methods, a scheme for robust model
training and validation was employed. Specifically, the first five batches were
partitioned in a 60-40% stratified manner for training and testing respectively, so that ,
three fresh, three frozen for seven days and three frozen for 32 days samples per batch
were used for training. In total, 45 samples were reserved for training and 30 for
testing. The last two batches, consisting of 30 samples, were retained for independent
batch validation, and ensuring model robustness.

The use of PCA revealed a case of differentiation, although not absolute, among fresh
and frozen-then-thawed samples using only the first two principal components for
MSI. This was not so evident with FTIR data, as the variance explained by the first
two components was significantly lower. PLSDA and SVM yielded 100% correct
classification for MSI test and external validation sets. FTIR proved less accurate, as
PLSDA vyielded 93.33 and 96.67% classification accuracy for the test and external
validation set. SVM performance was inferior to PLSDA with 86.67 and 83.33%
correct classification rates for testing and external validation, respectively. This can be
attributed to the large number of variables compared to the number of observations, as
well as the high degree of collinearity observed among absorbance values for different
wavenumbers of the FTIR spectra that may have influenced model performance. In
conclusion, results showed that rapid methods and especially MSI and data analysis
methodologies can be utilized in monitoring compliance to label and detecting frozen-

then-thawed minced beef. This was evident even in the cases of meat batches where
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no prior knowledge of quality and product history was known.

Case 4:

In this case, meat spoilage with the use of multiple sensors was investigated. Fresh
minced meat was purchased and. portions of approximately 75-80 g were placed on
styrofoam trays, were stored in air or under modified air packaging (MAP) conditions
(20% CO,/ 80% O3) at 4 and 10°C. Three samples at O hours (control samples) were
analyzed and at appropriate time intervals (approximately every 24 and 12 hours for
the case of 4°C and 10°C respectively), multispectral images of duplicate samples
were captured and samples were analyzed microbiologically until spoilage was
pronounced. Sub-samples were stored (-20°C) for FTIR, High Performance Liquid
Chromatography (HPLC), Gas Chromatography coupled to Mass Spectrometry (GC-
MS) and e-nose measurements. As a result, 105 samples were analyzed.
Microbiological analyses included Pseudomonads, Lactobacilli, B. thermosphacta and
Enterobacteriaceae counts, as well as TVC.

In terms of data analysis methods, seven were tested (Ordinary Least Squares
regression - OLS-R, Stepwise Linear regression - SL-R, Principal Component
regression - PCR , PLSR, SVR, RF regression - RF-R and k-Nearest Neighbours’
Regression - KNN-R) for the prediction of bacterial counts. In total, 50 combinations
were explored (two types of packaging — AIR & MAP, five types of instruments/
measurements and five species counts) using “MeatReg” a web-based application and
were ranked according to the RMSE for each scenario and summary plots were
exported. Results were also presented based on accuracy, i.e. percentage of sampled
predicted within a +1 log CFU/ g (Mohareb et al., 2016).

Results showed that RMSE ranged from 0.370 to 1.321 across different best machine
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learning methods under AIR and MAP. It is interesting to note that when both AIR
and MAP samples were included in the model results were similar to storage-specific
models; ranging from 0.388 to 1.343. Under AIR packaging storage the best overall
prediction outcomes were obtained HPLC and MSI data. HPLC achieved 100%
prediction accuracy for Lactobacilli when using RF-R and 93.9% when combined
with KNN-R for TVC. Pseudomonads were best predicted using MSI combined with
PLSR. For MAP samples, the RMSE ranged from 0.370 to 0.866 and RF-R provided
the best predictions in most cases. For FTIR, the RMSE ranged from 0.574 for
Lactobacilli to 0.866 for Enterobacteriaceae, while KNN-R and RF-R provided the
best results for HPLC and MSI. Specifically, for MSI measurements, the RMSE
ranged from 0.506 for Lactobacilli, to 0.822 for B. thermosphacta. In general, GC-MS
coupled with RF-R achieved the best prediction accuracy throughout all growth
media, followed by HPLC coupled with KNN-R, while data derived from FTIR had
the worst prediction performance, however the large amount of variables should be
taken into account. The best predictions for Enterobactriaceae, B. thermosphacta,

Lactobacilli, Pseudomonads and TVC, were all achieved using random forest.

Case 5:

Fresh minced beef of two different batches was purchased and portions of 70-75g
were placed onto styrofoam trays, packaged in air or under modified air packaging
conditions (20% CO,/ 80% O;), and stored at 4 and 10°C. At appropriate intervals,

four samples were analyzed; total viable counts (TVC) were determined and sub-
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samples were stored for FTIR measurements. In total, 168 samples were analyzed

over 13 days.

In terms of data analysis, FTIR measurements were subjected to PCA for
dimensionality reduction and multiple ANNs were trained that included an input
layer, two hidden layers with hyperbolic tangent sigmoid transfer function and a
single output neuron with linear (identity) transfer function. Based on both MSE and
R, the best ANNs were selected and the final TVC prediction was the average

predicted value per sample.

The best ANNs’ standalone performance in terms of MSE (log CFU/g)? for the testing
dataset varied from 0.16 to 0.26, whereas the ensemble model which was created
combining the former ANNs yielded an improved MSE equal to 0.16 compared to the
majority of ANNSs explored. In fact, only one sample was marginally larger than 1 log
CFUl/g, proving the ability of ensemble techniques in providing robust results

compared to standalone models.

5.2 MODEL DEVELOPMENT AND VALIDATION

Data preprocessing for MSI and FTIR data

As mentioned in Chapter 1, an image-preprocessing step is necessary in order to
explore and analyze MSI data. This involves an image segmentation step that can be
provided using standard instrument software as was done for this work (cases 1-4)
where the results are part of a semi-supervised procedure, or by applying an

automated process, as shown in previous study (Tsakanikas, Pavlidis, & Nychas,
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2015). After the useful ROI is determined, various features/ variables may be
extracted and used for model development. In fact, in several imaging applications
measures based on statistics have been used previously with the most common being
the pixel measurement, sometimes preprocessed using SNV, MSC, 1% and 2"
derivatives etc. (Barbin, Sun, et al., 2013; Feng & Sun, 2013). For cases 1-4, the mean
reflectance values and their standard deviation per wavelength was employed thus
incorporating in a simple way the differences among the pixel spectra in the spatial
dimension and exporting 36 variables (18 mean values and 18 standard deviations)
used previously with promising results (Panagou et al., 2014). Since the number of
wavelengths is significantly lower compared to HSI cases, no variable/ wavelength
selection scheme was employed, but in the past HSI applications have used various
approaches, including GAs, PCA, using PLS regression coefficients and using
uninformative variable elimination and successive projections algorithm (UVE-SPA)
(Barbin, Sun, et al., 2013; Feng & Sun, 2013; Pu et al., 2015). Lately, however, other
studies have explored the usage of more advanced image features, such as textural
characteristics or textural characteristics combined with histogram statistics providing
promising results, while other times achieving similar results with simpler image

features (Huang et al., 2013; Ma et al., 2015; Pu et al., 2015).

As far as spectroscopy is concerned, the preferred approach used for preprocessing
employed in cases 3 & 5 was SNV combined with autoscaling. SNV has been used
and often been presented with other similar methods for comparison purposes
extensively (Alamprese et al., 2013; Argyri et al., 2013; Barbin, EIMasry, Sun, Allen,

& Morsy, 2013; Zhao et al., 2014). However, it should be noted that all these
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preprocessing algorithms depend on the actual dataset/ use-case providing different

results per case (Biancolillo et al., 2014; Coppa et al., 2014).

Experimental design; number of samples, dataset partitioning, cross-validation

methodologies and calibration/ validation approaches

The quantitative and qualitative characteristics of the dataset, such as the number of
samples, the size of the dataset (number of variables to be used), distribution of
samples based on specific characteristics to be explored (e.g. TVC) or background
knowledge information (different meat batches), are of at-most importance and effect

greatly all aspects of model calibration, validation and overall performance.

Specifically, while in food applications it is common to have a relatively small
number of samples, this could lead to random results (Nunes, Alvarenga, de Souza
Sant’Ana, de Sousa Santos, & Granato, 2015). For this reason, it would be better to
validate models using a test set, usually a small percentage of the original dataset to
further validate the models (Westad & Marini, 2015), which was the approach -among
other validation approaches- chosen in all cases (1-5). According to Westad and
Marini (2015), if the former is not possible due to the number of samples, cross-
validation (CV) and most often Leave-One-Out CV (LOOCV) and k-fold CV can be
applied. The first method leaves one sample out of the calibration process, which is
used for validation and the process is performed for all samples in the dataset. In the
second method, the calibration data are separated in k “equal” subsets and each subset
is then used iteratively for testing the models built from the rest of the data (Ropodi et
al., 2016). The average value of the chosen performance metric is then used for model

evaluation (e.g. average MSE). However, both approaches leave a lot to be desired,
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especially for small sized datasets as LOOCYV tends to give over-optimist results and
k-fold partitioning could result in “biased” subsets where all categories/ types of
samples are not represented in an equal manner. The latter has to be addressed not
only in CV folds, but also in the calibration/ validation splitting of the dataset. To
improve on this, usually a stratification strategy is employed based on background
information, i.e. stratification across replicates, treatment, etc. Alternatively, methods
that span the sample space as uniformly as possible e.g. the Kennard-Stone (KS)
algorithm (Kamruzzaman et al., 2012) or methods like the Duplex algorithm,
selection based on D-optimal criterion or even use of clustering techniques like k-
means and Kohonen mapping may be employed as presented by Westad and Marini
(2015). Multiple random partitions if the dataset is large enough can also give a better
assessment of the model performance as was the case in Papadopoulou et al. (2013)
for e-nose data where the model was evaluated on three train/ test partitions

(Papadopoulou, Panagou, Mohareb, & Nychas, 2013).

For the abovementioned reasons, a large number of samples was used for model
development in all cases. Specifically in case 5, 168 samples were utilized which also
displayed variability in terms of microbiological quality (TVC) and storage conditions
(two different temperatures, aerobic vs. MAP conditions). Therefore sufficient data
were available for training and testing (33 samples for testing, approximately 20% of
the dataset). In addition to this, while in case 4 the samples are 105 in total, the
samples displayed variability as described previously and they included five types of
measurements (GC-MS, HPLC, FTIR, MSI, e-nose), providing a rare source for
comparison of those methods. To prove the robustness of the results, the “MeatReg”

platform offers the ability of random train/ test splits (70-30%) performed in 20
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iterations. Lastly, in the cases of 1-3, an even more complex and robust validation
scheme was employed. This scheme involved the stratified partitioning for the
creation of the train and test datasets where samples from multiple different batches,
different quality/ adulteration level, replicates of the same category were included, as
well as the use of one (cases 1, 2) or more (case 3) completely independent meat
batches with multiple replicates for independent / external validation. In detail, in case
1, 220 samples from 4 batches were used in total. From the first three meat batches,
99 and 66 were selected for training and testing respectively, while the fourth batch
(55 samples) was retained for external validation. In case 2, 110 samples and 350
images in total were utilized for the analysis, out of which 40 samples (with their
corresponding 120 images) were used for validation. Lastly, in case 3, seven batches
(105 samples) were purchased, out of which two batches (30 samples) were used for
independent validation. From the remaining five batches, 45 samples were used for

training and 30 for testing.

In case of a successful implementation of a machine learning/ chemometric algorithm,
results will have to display a certain balance between training and testing results.
While calibration error is expected to be smaller than validation error, since the model
Is trained on the calibration data, a large difference would imply a case of overfitting.
This term is used when a model is overly-optimistic on the data used for calibration
and lacks ability to generalize when applied in test dataset. This may occur due to lack
of a correct calibration scheme but also due the complexity of an algorithm and the
need for calibration of multiple hyperparameters (e.g. number of PLS components,
number of neurons in ANN). It is possible that the dataset itself may not be enough in

order to avoid overfitting, as is suggested in case 2. Lack of generalization in the case
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of PLSDA and RF may also be connected to the fact that b1 and b2 datasets include
two batches of freshly ground samples, but only one batch of stored samples in
refrigerated conditions. This may have led to a lack of sufficient data for adulteration
detection in stored samples. However, it was enough to separate clearly freshly-

ground and pure samples from the rest using SVMs.

The calibration scheme employed involves (a) techniques such as cross-validation,
multiple partitions, internal validation datasets, early stopping criteria, etc., and (b)
some performance measure or measures according to which the hyperparameters are
calculated. The most common performance criteria and their definitions for regression
and classification models are described in various articles (Argyri, Panagou,
Tarantilis, Polysiou, & Nychas, 2010; Ross, 1996; Sokolova & Lapalme, 2009). In
regression problems those are usually some residual-based metric (e.g. MSE or
RMSE, Predicted Residuals Sum of Squares - PRESS) for calibration, cross-
validation and prediction as well as other criteria, such as the bias (Bs) and accuracy
(Ar) factor, coefficient of correlation (R) and determination (R-squared, R?). Other
measures may be the percentage of predicted values within an acceptable error range
etc. Similarly in classification problems, the percentage of correctly classified samples
(overall correct classification - OCC), recall/ sensitivity, precision, specificity and F-

score are usually employed.

In the available literature concerning food products, regardless of its disadvantages,
LOOCV is the one of the most common CV methods, as it can be applied in small
datasets and uses all samples for model development (Al-Jowder et al., 1997; Argyri
et al., 2013; Feng & Sun, 2013; Kamruzzaman et al., 2013; Morsy & Sun, 2013; Zhao

et al., 2014). Panagou et al. (2014) and Argyri et al. (2013) used LOOCYV for PLSR
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calibration, while the former chose PRESS as a calibration performance measure. da
Costa Filho, (2014) also used PRESS as a PLSR calibration criterion, where a
component was included only if it improved PRESS by at least 2% in a food
application unrelated to meat. Alamprese et al. (2013) applied 5-fold cross-validation
in PLSDA, while the model was further validated with independent meat batches. In
the case of SVM models (classification or regression), a grid-search methodology
coupled with CV or random partitions is usually applied, whereas for other methods
such as ANNS, internal validations sets, R, R? and/or residual-based criteria have been

deployed (Argyri et al., 2013; Papadopoulou et al., 2013).

In this study, several of the machine learning methods described in Chapter 1, as well
as the calibration schemes have been deployed. Specifically, PLSDA calibration was
performed based on the OCC criterion coupled with k-fold CV in case 1 and multiple
random partitions in case 2 and 3 for the determination of the number of PLS
components. In the case of SVM development, grid search coupled with 3-fold and
10-fold CV was employed in case 2 and 3 respectively. In case 4, calibration was
based on the default schemes and parameters of the “MeatReg” platform, which
included grid search for SVR and for KNN-R with k (number of neighbors) ranging
from 4 to 10. PLSR and PCR components were set to 3 and RFR trees to 200. Lastly,
in case 5, the training set was repartitioned and approximately 20% of the samples
were used for early stopping (terminating ANN calibration process after a number of
epochs with no positive change in MSE) and internal validation. Models were chosen
based on R, calibration and internal validation MSE. It is also interesting to note that

PCA was applied in all cases for visualization purposes, except for case 5 where it
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was used for dimensionality reduction, with the PCs retained being those whose

eigenvalues were equal to or greater than one.

5.3 CONCLUSIONS AND NEXT STEPS
Extended discussion on the results and the subsequent conclusions can be found in the
Chapters 2-4. However, the overall results of this study allow for broader conclusions

on the machine learning applications and rapid methodologies applied.

As expected, in all cases MSI and FTIR showed great potential for utilization in a fast,
accurate way, whether the purpose was fraud detection or spoilage estimation. What is
interesting to note is that various methods worked well for one dataset but not so well
for another, as was observed for PLSDA in cases 1 and 2. On the other hand, different
sensors may work well for one application but not for another. As shown in case 4,
there was no sensor that displayed superior performance in all cases and that concerns
only one dataset. Furthermore, other approaches (e.g. HPLC or GC-MS) have
displayed in some occasions better results combined with machine learning
approaches, however MSI and FTIR could more easily be used on-, in- or at-line
(Nychas et al., 2008) within a Process Analytical Technology (PAT) context in the

food industry.

As far as data handling techniques are concerned, preprocessing, model selection and
calibration is application-, data- and sensor-specific. Adding to this the availability of
several methodologies that may be deployed (Dai, Sun, Xiong, Cheng, & Zeng, 2014;
Ropodi et al., 2016), it is imperative to improve on the calibration and validation

schemes in order to achieve good performance and avoid overfitting. Extended testing
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procedures and independent validation sets should be included where possible to

explore the models’ generalization ability.

On the other hand, it is established that while traditional microbiological analysis,
DNA-based approaches and other methods currently used in food science for
detecting spoilage or monitoring compliance to label are highly effective, their main
drawback is that they are time-consuming, destructive, providing retrospective
information and requiring highly-trained personnel (Papadopoulou, Panagou, Tassou,
& Nychas, 2011). Therefore they are not suitable for on-line monitoring applications
in the food industry and for large-scale inspections by food authorities. What remains
to be seen is the possibility of combining multiple sensors, as some initial work has

been presented (Alamprese et al., 2013; Biancolillo et al., 2014).

Undeniably, sensors can provide rapid, reagent-less and non-destructive techniques
for the quality estimation of food products and specifically beef. MSI/ HSI and FTIR
spectroscopy have been evolving steadily and combined with the rapid development
of computer hardware and software, Internet of Things (loT) applications and Big
Data technologies, food scientists, industries and regulatory authorities have a great
opportunity to harness these advances for assurance of food safety and quality. For

this reason, the following steps should be taken:

a) Food scientists, industries and regulatory authorities should adopt a more
interdisciplinary approach, working with data analysts, bioinformaticians, IT
experts, etc., bringing together people with different backgrounds for the

benefit of science.
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b) Existing datasets and methods should be enhanced with more data, adding
sample variability. Open large data repositories should be made available to
scientists to improve on model development and extraction of knowledge.

c) Algorithms and mechanisms that will enable these sensors to automate the
data acquisition, quality estimation and/ or decision process should be

developed.
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Extzrnal validation

The aim of this study was to investigate the potential of multispectral imaging supported by multivariate data
analysis for the detection of minced beef fraudulently substituted with porlk and vice versa. Multispectral images
in 18 different wavelengths of 220 meat samples in total from four independent experiments (55 samples per
experiment) were acquired for this work. The appropriate amount of beef and pork-minced meat was mixed in
order to achieve nine different proportions of adulteration and two categories of pure pork and beef. After an
image processing step, data from the first three experiments were used for partial least squares-discriminant anal-
ysis (PLS-DA) and linear discriminant analysis [ LDA) so as to discriminate among all adulteration classes, as well as
among adulterated, pure beef and pure pork samples. Results showed very good discrimination between pure and
adulterated samples, for PLS-DA and LDA, yielding 98.48% overall correct classifiation. Additionally, 98.48% and
96.97% of the samples were classified within a +10% category of adulteration for LDA and PLS-DA respectively.
Lastly, the models were further validated using the data of the fourth experiment for inde pendent testing, where
all pure and adulterated samples were classified correctly in the case of PLS-DA, while LDA was proved to be less

accurate.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Nowadays Furopean consumers are increasingly demanding infor-
mation and reassurance not only on the origin but also on the content
of their food. Protecting consumer rights and preventing fraudulent
or deceptive practices such as food adulteration are important and
challenging issues facing the European food industry, as manufac-
turers are required to provide and confirm the authenticity and
point of origin of food products and their components. Furthermore,
adulterants can be revealed with great difficulty in the context of
methods commonly applied in laboratories. Several standard analytical
techniques, such as immunelogical and enzymatic techniques, DNA and
protein based assays and triacylglycerol analysis have been applied to
authenticate food commodities (Ballin, 2010; Soares, Amaral, Mafra, &
Oliveira, 2010). However, while these methods are usually capable of
detecting low levels of adulteration (Ballin, 2010} they are expensive,
invasive, sophisticated, laborious, and technically demanding (Ding &
Xu, 1999).

Indeed meat adulteration is a growing challenge for EU meat manu-
facturers since most adulterants are unknown and unpredictable

* Corresponding author Tel.: + 30 210 5254538,
E-mail address: gin@auva.gr {G.-J.E. Nychas).
1 These authors contributed equally to this study,

http: jfd>x.doi org A10.1016/). foodres. 201410032
0563-556540 2014 Elsevier Ltd. All rights reserved.
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[e.g., horse meat). For this reason attention should also be paid to the
safety and authenticity of meat and meat products, as they can be attrac-
tive targets for adulteration in many ways, including substitution or par-
tial substitution of high commercial value meat with cheaper, such as
porle or offal or by adding proteins from several origins ([Kamruzzaman,
Sun, ElMasry, & Allen, 2013; Tian, Wang, & Cui, 2013). With minced
meat being the basic ingredient for burgers, adulteration of beef minced
meat is a current problem, invelving economic, quality, safety and
socio-religious issues (Alamprese, Casale, Sinelli, Lanteri, & Casiraghi,
2012). Thus, the meat industry urgently needs methods that will screen
non-targeted food samples for contaminants in order te provide proof
of origin and prevent deliberate or accidental undeclared admixture to
food samples, in a rapid and cost efficient way.

Hyperspectral and multispectral imaging spectroscopy have been
used as rapid techniques te menitor quality attributes of food products
[Wu & Sun, 2013). The former has been used for the rapid detection
of total viable counts in pork (Barbin, Sun, & Su, 2013; Huang, Zhao,
Chen, & Zhang, 2013 ) and of the water-holding capacity of fresh beef
(EIMasry, Sun, & Allen, 2011) and porl (Prevelnil, Candel-Potolar, &
Skorjanc, 2010}, Meanwhile, multispectral image analysis has high
potency for the evaluation of food quality systems during handling, pre-
cessing and storage (Loldee etal, 2013}, and it has been previously used
for the conversion of meat color in L% a*, b* values (Sharifzadeh,
Clemmensen, Borggaard, Steier, & Frsbell, 2014} and for quality
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assessment of beef (Dissing et al, 2013; Panagou, Papadopoulou,
Carstensen, & Mychas, 2014). Despite the fact that hyperspectral im-
aging has been used for the detection of minced lamb adulteration
(Kamruzzaman et al, 2013} and gelatine adulteration in prawn
(Wu, Shi, He, Yu, & Bao, 2013}, to the best of our knowledge the
use of multispectral image analysis for meat adulteration, especially
in the case of minced beef with pork, has never been previously
explored.

Surface chemistry, such as multispectral image spectroscopy, is
introduced in the present study as a new approach in tandem with ad-
vanced statistical approaches, for the discrimination of raw minced beef
meat, which has been fraudulently substituted or combined with raw
minced porlk. Thus, the objective of this study was to (a) evaluate the
potential use of multispectral imaging to discriminate pork from beef,
(b} identify if possible, the lowest percentage of minced porlc adultera-
Hon in minced beef that can be safely detected and (c) establish a rapid
and non-invasive technique that can potentially give results in a few
minutes.

2. Materials and methods
2.1. Smmiple preparation

Different levels of adulteration of minced beef and pork were pre-
pared as follows; fresh beef and pork fillets Longissimus muscle of
normal pH (5.6-5.8) were purchased from central butcher shops in
Athens and transported under refrigeration to the laboratory within
30 min. The fillets were cut into smaller pieces and grinded separately
one at a time, using a domestic meat-mincing machine. The machine
parts coming in contact with the meat were initially disinfected by
washing with detergent and hot water, and rinsing with pure ethanol.
To achieve different levels of adulteration, ranging from 10 to 90%
with a 10% increment, the appropriate amount of each type of meat
was used and mixed in conditions that simulate industrial process-
ing. From each level of adulteration, five different portions of ca.
75-80 g were placed in Petri dishes, and snapshots were taken
using VideometerLab vision system (Videometer A/S, Hersholm,
Denmarlc). For every level of adulteration (nine categories of mixed
meat and two categories of pure pork and beef}, each Petri dish was
considered as a replicate in the experiment (5 » 11 samples in total
per experiment).

All experimental procedure took place aseptically and was repeated
four dmes. One hundred and sixty five (165) samples from three inde-
pendent experiments (i.e., 55 samples per batch) were used to develop
the model, and 55 samples from the fourth experiment were employed
for the purpose of external validation. It should be noted that 220 samples
from different batches were analyzed in total From this point on, meat
samples from the previously mentioned independent experiments will
be referred to as samples from batches 1, 2, 3 and 4.

2.2. Inage acquisition and analysis

Images from every sample were captured using Videometerlab, a
system which acquires multispectral images in 18—non-uniformly
distributed—different wavelengths ranging from 405 to 970 nm. Analyt-
ically, the wavelengths are 405, 430, 450, 470, 505, 565, 590, 620, 645,
660, 850, 870, 890, 910, 920, 940, 950 and 970 nm. The system has
been developed by the Technical University of Denmark and commercial-
ized by “Videometer A/S” (Carstensen & Hansen, 2003; http://wwwy.
videometer.com). A detailed description of the instrument has been re-
ported elsewhere [Panagou et al., 2014). The advantage of this instru-
ment is that it not only uses the information of visible and short-NIR
spectral regions, but moreover uses the spatial information of each
pixel.

The system was first calibrated radiometrically and geometrically
using well-defined standard targets, followed by a light setup based
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on the type of object to be recorded [Folm-Hansen, 1999} called
“autolight”. In autolight, it is always the brightest sections in the image
that dictate the final result. Petri dishes (75-80 g meat portions) were
placed inside an Ulbricht sphere in which the camera is top-mounted.
For every random dish in each level of adulteration, a different autolight
procedure was employed.

The resulting image includes redundant information, such as the
Petri dish and its surrounding background, as well as the fat and connec-
tive tissue of the meat. For this reason an image-processing step is need-
ed that will result in an image masl where only meat tissue is included.
This step, which includes transformation and segmentation procedures,
was implemented using the respective routines of the VideometerLab
software (version 2.12.39) that controls the operation of the instrument.
Caneonical discriminant analysis (CDA} was employed as a two-step
supervised transformation building method to divide the images into
regions of interest {Daugaard, Adler-Nissen, & Carstensen, 2010). Fol-
lowing this transformation, the separation was distinct, and a simple
threshold was enough to separate meat from non-meat pixels. The re-
sult of this processing is a segmented image for each meat sample
with the isolated part of the meat tissue as the main region of interest
(ROI} to be used for the extraction of spectral data that were further
employed in statistical analysis. The procedure is graphically presented
inFig. 1.

2.3. Data analysis

For each image, the mean reflectance spectrum was calculated by
averaging the intensity of pixels within the ROl at each wavelength. Fur-
thermore, the standard deviation of the pixels' intensity per wavelength
was extracted. The resulting data consisted of 18 mean values and 18
standard deviations of the reflectance, as it was recorded by the camera
for the pixels that were included in each image's ROI, and were further
analyzed with various classification methods.

Two methods, partial least squares discriminant analysis [PLS-DA)
(Barker & Ravens, 20032; De Jong, 1993) and linear discriminant analysis
(LDA) (Fisher, 1936}, were performed in order te discriminate among
all adulteration classes (11 in total), as well as ameng adulterated,
pure beef and pure porlk samples.

As both methods are supervised, the data were partitioned in two
sets: the training set used for model calibration and the test set used
for validation. A 60-40% stratified partition was applied on the first
three batches, meaning 60% of the dataset was chosen in a random
way for calibration (99 samples out of 165} as long as all classes and
batches were included and equally represented. The fourth batch was
also reserved for independent model validation.

Model performance was measured in terms of recall (sensitivity) and
predsion, as well as overall correct classification (0CC) [Sokolova &
Lapalme, 2009). Espedially in the case of PLS-DA, the optimum number
of PLS components was estimated using stratified three-fold cross-
validaion

Lastly, hierarchical cluster analysis—HCA (Everitt, Landau, Leese, &
Stahl, 2011} was performed per batch as an unsupervised technique
to explore the relationship between variables and adulteraton classes,
using Euclidean Distance and Ward's minimum variance agglomeration
method. Then, principal component analysis—PCA (Jolliffe, 2002} was
performed per batch, as well as with all three batches so as to visualize
whether there were significant differences among samples from differ-
ent batches, as well as among different classes.

The partitioning algorithms of the dataset and the LDA algorithm
were implemented in MATLAB, 2012a (The MathWorls, Inc., Naticl,
IMassachusetts, United States), while HCA, PCA and PLS-DA were imple-
mented in R v.2.0.2 (R5tudio, n.d.), using the “plsgenomics” paclage
(Boulesteix, 2004; Boulesteix & Strimmer, 2007; De Jong, 1993). Lastly,
a heatmap was created using the MetaboAnalyst 2.0 software (Xia,
IMandal, Sinelnikov, Broadhurst, & Wishart, 2012).
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Fig. 2. Selected spectra of the examined samples corresponding to different ratios of adulteration.

Athina I. Ropodi

142



“Determination of minced meat quality using machine learning”

AL Ropodi et ol [ Food Research International 67 (2015) 12-18

3. Results
3.1. Multispectral image data

Selected spectra of minced beef in various adulteration levels are
presented in Fig. 2.1t Is characteristic that the reflectance of the samplein-
creased in most wavelengths of the spectrum with increasing proportions
of porle meat in the mixture, providing strong evidence for the effective-
ness of multispectral imaging in discriminating meat adulteration.

Initial analysis with HCA and PCA showed that the use of different
batches is critical, as we must take into account not only the variability
within a batch (different samples of the same class), but also the
variability among batches. This was evident either when examining
the results of HCA per batch (see S-Fig. 1 and 3 in supplement file) or
the heatmap for all three batches (Fig. 3}. When all three batches were
compared, samples belonging in the same category showed great differ-
ences among batches. Mevertheless, a potential for good discrimination
could be concluded after PCA analysis. Different principal components
(PCs) contributed differently in terms of the variability explained (results

15

not shown ), but the first twe PC scores are presented in Fig. 4. In all cases,
pure pork and pure beef were found on the far left and right of the plot
respectively, and the discrimination between classes was more evident.
Only adjacent categories sometimes overlap. On the other hand, classes
of mixed samples seem to be represented in a different way for each
batch. Furthermore, when all three batches were included (Fig. 4d), a def-
inite trend to the right of the plot was seen as the percentage of beef in
the mix increases, but the discrimination among classes was less evident.

Based on the above observations, a 60-405% stratified partition was
applied in the first three batches of meat correspending to three
samples per batch per category for calibration and two for validation
(ie., 99and 66 samples in total, respectively). The samples of the fourth
batch (55 in total) were reserved for independent/external model
validation.

3.2, Validation

The analysis of the data acquired for each class of adulteration is
shown in Table 1, where the results for per-class recall and precision
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are presented. The overall correct classification, mean per-class recall with the per-class precision and recall in S-Table 1 in the supplement
and precision were 83.33% 83.33% and 84.46% respectively; the classifi- file. Very good results were also acquired when classification ameng
caticn error for 98.48% of the samples was at most 10%, for LDA. The pure pork, adulterated and pure beefwas tested (Table 2), and where
classification of each sample of the validation set is presented along the overall correct classification, mean per-class recall and precision

Table 1
LDA vs. PLS-DA for both validation set and extermal validation batch with 11 classes ranging from pure porl (0%) to beef {100%).
Validation set External validaticn set
Sample LDA PLS-DA DA PLS-DA
Recall Precision  +10% ertor Recall Precision =+ 10% error Recall Precision  +10% error Recall Precision =+ 10% error
Is 0% 83.33% 100.00% 100.00% 66.67% 100.00% 100.00% 100008  100.00% 100.00% 10000%  100.00% 100.00%
Is 10% 10000k 85.71% 100.00% 100.00%  7500% 100.00% 20.00% 16.67% 100.00% 0.00% D.00% 20,008
Is 20% §3.33% 100.00% 100.00% §3.33% 100.00% 100.00% 20.00% 7.14% 20.00% 0.00% D003 20.008%
Is 30% 83.33% T143% B3.33% S0.00% 75.00% 100.00% 0.00% 0.00% 100.00% 0.00% 000 40.00%
ls 40% 66.67% B0.00% 100.00% 66.67% 50.00% 100.00% 20.00% 7.65% 80.00% 20.00% 14.25% 20,008
Is 50% §3.33% TLA3% 100.00% 100.00%  75.00% 100.00% 0.008% 0.00% 0.0o% 0.00% D003 60.008%
Is 60% 66.67% B0.00% 100.00% 33.33% 50.00% 83.33% 0.008% 0.00% 0.00% 0.00% D.00% 0.00%
Is 70% B6.67% 57.14% 100.00% §3.33% 50.00% 100.00% 0.00% 0.00% 0.0o% 0.00% D.00% 0.00%
Is BO% 83.33% B3.33% 100.00% 16.67% 100.00% B3.33% 0.00% 0.00% 0,007 0.00% 0.00% 20008
Is 0% 10000 100003 100.00% §3.33% 7143% 100.00% 0.00% 0.00% 0.0o% 10000%  3333% 100.00%
Is 100% 10000 100003 100.00% 100.00%  5571% 100.00% 0.00% 0.00% 0.0o% 10000%  55.56% 100.00%
Medn
per-class 83.33% B4.46% OB 4B FLI1E 75.65% 0B.07% 14.55% 11.85% 3636 25.00% 18475 43.64%
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Table 2
[DA and PLS-DA {12 PLS components} for both validation set and external validation batch with 3 classes {porl—adulterated—bezf),
LDA PLS-DA
Validation set
Classified as Classified as
Porlc Adulterated Beef Recall Pork Adulterated Beef Recall
Is pork 5 1 o 83.33% Is pork 5 1 o 83.33%
Is adulterated o 54 0 100.00% Is adultzrat=d 1] 54 0 100.008
Isbeef i} o ] 100.00% Isbeef 0 o ] 100.00%
Precision 100.008% 08.18% 100.008% Precision 100.00% 98.18% 100.00%
Externgl validation bhatch
Is pork 4 0 1 B0.00% Is pork 5 0 0 100.00%
Is adulterated o 35 10 7178% Is adultzrated o 45 0 100.00%
Is beef o] 0 3 10D.00% Is beef o] 0 3 100.00%
Precision 100.00% 100.00% 31.25% Precision 100.008% 100.00% 100.00%

was over 94% (mean recall: 94.44%, precision: 99.29% and overall
correct classification: 98.48%). In fact, only one out of 66 samples was
misclassified.

Application of PLS-DA for the three-class case, yielded the same
results (98.48% correct classification) using 12 PLS compenents after
cross-validation. PLS-DA for all categories gave similar results to the
LDA. The calibration of the medel was done with cross-validation, as de-
scribed previously, based on overall correct classification criterion,
using 20 PLS components (Table 1, and 5-Table 2 in the supplement
file}. It would be interesting to note that, altheugh the overall correct
classification dropped considerably, this methed classified 96.97% of
the samples within the + 10% error of prediction.

In the case of external validaton, PLS-DA performed well, classifying
all samples correctly in the three-class problem of pure vs. adulterated
samples (Table 2}. In the case of 11 categories, all pure samples were
classified correctly, but the predictionof adulterationlevels inthe samples
was less accurate [Table 1). However, only 4 out of 45 adulterated sam-
ples were classified as pure (see S-Table 4 in the supplement file).

The LDA model was less successful in predicting pure beef samples
(Table 1), as well as the adulteration level for the case of 11 categories
(S-Table 3 in the supplement file), whereas in the case of pure vs. adul-
terated samples, the results were better yielding an overall correct clas-
sification of 80% and mean per-class recall and precision of 85.93% and
77.08%, respectively (Table 2).

4. Discussion

This work investigated whether an emerging, non-destructive, fast
and low cost technique (in the long term} based on imaging technology
combined with multivariate data analysis can be a promising tool for
the detection of minced meat adulteration. Since various standard ana-
lytical methods are now available to identify meat's adulteration ata
very low level (Ballin, 2010; Ballin, Vogensen, & Karlsson, 2009}, the
proposed method showed great potential. In comparison with these
reported methods [Ballin et al., 2009} which are time-consuming,
expensive, use harmful reagents, need expert laboratory staff and are
strongly dependent on rigorously following a standardized protocel to
obtain accuracy, the multispectral imaging is non-destructive, requires
only basic training in a user-friendly software, a few minutes for image ac-
quisiton and processing and no cost at all—excluding initial instrument
and software purchase.

Compared to other similar published studies on rapid technigues, in
most cases, the main objective is the differentiation among different
types of meat, e.g. beef vs. lkangaroo (Ding & Xu, 1999), pork vs. beef
vs. lamb (Kamruzzaman, Barbin, EIMasry, Sun, & Allen, 2012}, chiclken
vs. turkey (Ellis, Broadhurst, Clarke, & Goodacre, 2005), and beef vs.
horsemeat (Boyaci et al., 2014; Ebrahim, Sowoidnich, & Kronfeldt,
2013). Few studies has been published on the adulteration of poultry
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with pork (Soares et al, 2010}, porl in minced mutton (Tian et al,,
2013}, pork in beef meatball (Rohman, Sismindari, Erwanto, & Che
IMan, 2011}, beef offal in fresh and frozen beefburger (Zhao, Downey,
& O'Donnell, 2014}, pork meat in raw beef burger (Giaretta, Di
Giuseppe, Lippert, Parente, & Di Maro, 2013), minced lamb
(Kamruzzaman et al,, 2013), gelatin in prawn (Wu et al., 2013), differ-
ent types of caviar in Caspian caviar (Mohamadi Monavar et al,, 2012},
Some have been reported in the case of classification between adulter-
ated and pure samples with different percentages of adulteration
(Alamprese et al,, 2013; Kamruzzaman et al., 2013; Tian et al, 2013},
and the case of beef adulterated with pork (Morsy & Sun, 2013;
Rohmanet al,, 201 1). In this study, pure beef, pure porl and nine levels
of adulteration were employed in order not only to discriminate but
also to quantify the minimum possible level of adulteration detected.

As in most of the above cases, HCA, PCA, LDA and PLS-DA were the
predominant methods used for data analysis. Results showed that mul-
tispectral imaging has the potental to identify adulterated beef samples
with porlcand vice versa ina rapid, non-invasive way. Furthermore, the
variability between meat batches was taken into account—an important
issue that is not always presented in the available literature—by using
three different batches for medel training and testing, and a fourth ex-
ternal batch for validation. Results showed that a 10% adulteration
with pork in beef and vice versa could be successfully identified and
could thus be considered as a detection limit of the applied method,
which can be related to the results by Morsy and Sun (Morsy & Sun,
2013} using NIR spectroscopy, although no external validation was per-
formed in this worle, and the results by Alamprese et al.(2013}, in the
case of adulteration with turkey.

It should be noted that very few of the abovementioned studies
use external batch validation; results demonstrated—especially for
LDA—the necessity of such an approach in erder to exclude cases of
overoptimistic results. On the other hand the quantification of the level
of adulteration was proved to be a more difficult task. A large number
of adulteration classes were used (11 classes in total), whereas in other
studies discriminant analysis was performed with fewver categories. For
example, Alamprese et al. (2013 ) used 5 classes for cross-validation,
grouping very low adulteration with pure samples. However, in this
study the applied method was found to provide additional information
on the detection limit of 10% and as such can be considered asan advan-
tage even if the quantification per se is of great importance.

In conclusion, multispectral imaging was used for the first time as a
rapid method for food authentication and detection of adulteration of
raw meat, illustrating a clear separation of pure vs. adulterated samples.
PLS-DA performed better compared to LDA in the case of external batch
validation. Moreover, the quantification of the percentage of adultera-
tion was proved to be more challenging. The applied method managed
to detect relatively small percentages of adulteration (10%w/w) of pure
beefwith porl and vice versa. It is therefore evident that multispectral
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imaging could be used as a rapid, non-invasive method for the detection
of adulteration.
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Fig.1 Hierarchical Cluster Analysis for Batches 1(a}, 2(b), 3(¢) using Ward's minimum variance agglom eration method. Samples named with “00” correspond to pure pork, all other

categories correspond to the percentage of beef in the mix and consequently “100” refers to pure beef samples. E.g. b3_70c is an adulterated sample consisting of 70% beef and 30% pork.
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minced beef adulteration with horsemeat

@Cmsleﬂ:

Athina I. Ropodi, Efstathios 7. Panagou, George-John E. Nychas’

Laboratory of Microbiology and Bintechnology of Foods, Department of Food Science and Human Nutrition, Faculty of Foods, Biotechnology anrd
Development, Agricultural University of Athens [AUA), leraOdos 75, Atftens, 11855, Greece

ARTICLE INFO ABSTRACT

Article history:

Received 20 February 2016
Received in revised form

26 May 2016

Accepted 28 May 2016
Available online 29 May 2016

In recent years, detection of fraudulent and deceptive practices has become a major priority in the food
industry and inspecton authorities. The aim of this study was to investigate the potentdal of multi-
spectral imaging coupled with data analysis methods for the detecton of minced beef adulteration with
horsemeat, as well as to explore model performance during storage in refrigerated conditions. For this
reason, multispectral images of 110 samples from three different batches of minced beef and horsemeat
in 18 wavelengths were acquired. Images were taken again after samples were stored at 4°C for 6, 24 and
48 h. Classification models [partial least squares discriminant analysis, random forest, support vector

Keywords: ) ; L .
M?;v::d ;eef machines) based on the first two batches were developed while the third batch was set aside for
Horsemeat externalfindependent validation. Results showed that freshly-ground and stored samples were clearly
Adulteration distinguishable, whereas classification model performance for detection of adulterated samples was

significantly affected by changes in meat color during storage. Using a two-step SVM model however, all
pure and freshly-groundsamples were classified correctly and the overall correct classification was equal

Multispectral imaging
Data analysis

to 9531% for independent batch validation.

2018 Elsevier Lid. All rights reserved.

1. Introduction

In recent years, detection of fraudulent and deceptive practices
has become a major priority for food monitoring agencies as well as
the food industry worldwide, since such practices can lead to
consumer loss of confidence. Meat and meat products are impor-
tant food commodities that have been targets for adulteration in
the past and, whether deliberately or accidentally, undeclared ad-
mixtures and previously unknown and unpredictable adulterants
have been observed. While some of these cases include substitution
or partial substitution of high commercial value food commodities
with cheaper ones, such as beef adulteration with pork or offal or by
adding proteins from several origins{Kamruzzaman, Makino, &
Oshita, 2015; Ropodi, Pavlidis, Mohareb, Panagou, & Nychas,
2015; Tian, Wang, & Cul, 2013; Zhao, Downey, & C'Donnell,
2014}, non-compliance to label has not only economic, but also
quality, safety and socio-religious consequences(Alamprese, Casale,
Sinelli, Lanteri, & Casiraghi, 2013},

Standard analytical techniques (e.g. immunological and

* Corresponding author.
E-rnail address: gin@auagr [G.-JE. Nychas}.

http: //dxdoiorg/10.1016{j.foodcont.2016.05.048
(0956-7135/@ 2018 Elsevier Ltd. All rights reserved.
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enzymatic techniques, DNA and protein based assays, tri-
acylglycerol analysis} have been used in the past for the authenti-
cation of food products and have been very effective in detecting
low levels of adulteration [Ballin, 2010; Soares, Amaral, Mafra, &
Oliveira, 2010). However, these methods are expensive, invasive,
sophisticated, laborious, and technically demanding and thus
cannot be used in large-scale in-, on- or at-line applications (Ding &
Xu, 1999; Ropodi, Panagou, & Nychas, 2016).

Hyperspectral and multispectral imaging (HSI and MSI} have
been proposed as non-invasive rapid methods for monitoring
quality, safety and authenticity of foods and in particular meat and
meat products (Ropodi et al., 2016; Wu & Sun, 2013). Specifically,
minced meat adulteration has been explored in previously pub-
lished articles using imaging or spectroscopic techniques. Ropodi
et al. (2015} investigated the case of minced beef adulteration
with pork using MSI, whereas HSI was used for the detection of
minced lamb adulterated with pork (Kamruzzaman, Sun, ElMasry,
& Allen, 2013}, In terms of minced beef adulteration with horse-
meat, Raman spectroscopy has been applied recently with prom-
ising results{Boyact et al,, 2014; Zajac, Hanuza, & Dyminska, 2014},
To our knowledge, MSI has not been used previously in the case of
minced beef adulteration with horsemeat. Furthermore, no com-
parison has been performed so far between f{reshly-ground meat
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and meat stored in refrigerated conditions where changes in meat
color naturally occur.

Thus, the objective of this study was to [a} evaluate the potential
of multispectral imaging in tandem with data analysis techniques
to identify and/or quantify horsemeat in minced beef, and (b}
explore model performance under refrigerated storage of both type
meat samples.

2. Materials and methods
2.1 Experimental design

The experimental procedure consisted of three distinct stages.
In the first stage, different levels of adulteration with a 20% step
were prepared based on the procedure described by Ropodi et al.
(2015}, Briefly, fresh beef and horsemeat Longissimus muscle fil-
lets were purchased, cut into smaller pieces and ground separately
using a domestic meat-mincing machine. The appropiiate portions
of each meat were mixed in order to achieve fourlevels of adul-
teration, 20 B80%, 40 60%, 60-40% and 80-20% (wiw), as well as
pure beef and horsemeat. From each level of adulteration, five
different portions of ca.75 80 g (5 x 6 = 30 samples in total} were
placed in Petri dishes and snapshots were taken using Video-
meterLab vision system{Videometer AfS, Hersholm,Denmark}. Af-
ter preliminary analysis of the data, it was decided to create more
samples per category and focus on the pure samples, and the levels
of 60 40% and 80 20%(wfw} for beef and horsemeat, respectively,
where beef {s adulterated with horsemeat. A 90 10% level for the
second stage was added in order to explore smaller levels of
adulteration. Additionally, the opposite case of adulteration
horsemeat with beef would create similar models as shown by
Ropodi et al. (2015). Furthermore, eight samples per level
(8 x 5 =40 samples} were prepared and multispectral images were
acquired at the time, as well as after the samples were stored in
high-precision Incubators at 4 °C for 6, 24 and 48 h. A graphical
representation of the experimental design is shown in Fig. 1. Lastly,
in the third stage, the previous procedure was repeated for vali-
dation purposes. From now on, meat batches from each experi-
mental stage will be referred to as batch 1, 2 or 3 (b1, b2 or b3}.

In total, 110 samples were prepared and 350 images were ac-
quired (i.e., 30 images from batch 1, 40 x 4 = 160 images from batch
2, and 40 x 4 = 160 images from batch 3}.

2.2. Image acquisition and segmentation

Multispectral images were captured in 18 non-uniformly
distributed different wavelengths ranging from 405 to 970 nm.
The VideometerLab instrument used was commercialized by
“Videometer A/S” (Carstensen & Hansen, 2003} and a more detailed
description can be found elsewhere (Panagou, Papadopoulou,
Carstensen, & Nychas, 2014; Ropodi et al., 2015}, Instrument cali-
bration is a two stage procedure, where a light setup called
“autolight” based on the type of object to be recorded and a
geometrical and radiometrical calibration using well-defined
standard targets are performed (Folm-Hansen, 1999},

While the resulting images provide spectral as well as spatial
information, they also include redundant information (e.g.sample
background, Petri dish). Image segmentation is an image-
processing step applied in order to removeimage background and
the Petridishfrom the actual sample, as well as separate adipose
from lean tissue. Using the respective routines of the Video-
meterLab software (version 2.12.39) which controls the operation
of the instrument, canonical discriminant analysis (CDA} was
employed as a two-step supervised transformation building
method to divide the images into regions of interest and using a
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Fig. 1. Graphical representation of experimental design.

simple threshold to separate between pixels of lean tissue and
other pixels.

2.3. Dato analysis

Following image segmentation, the average reflectance values
and their standard deviation per wavelength based on pixel in-
tensity values were extracted, resulting in 36 variables (18 mean
values and 18 standard deviations} and various data analysis
techniques were employed.

Specifically, the unsupervised method of principal component
analysis (PCA) (Jolliffe, 2002} was used in order to visualize and
interpret data compared to previous works as well as among
different experimental stages. Furthermore, various supervised
classification techniques were employed in order to discriminate
among different levels of adulteration and other classes, such as
freshly-ground vs. stored minced meat samples and pure vs.
adulterated samples. These techniques are presented below.

(i} Partial least squares discriminant analysis (PLS-DA} (Barker
& Rayens, 2003; de Jong, 1993) was employed for various
class combinations. The optimum number of PLS compo-
nents was estimated based on the overall correct classifica-
tion (CCC} using cross-validation [CV} results of 100 random
partitions (BO% for training, 20% for testing). Other CV com-
binations were also performed (results not shown}.

Random forest (RF} (Breiman, 2001} Is a supervised learning
algorithm which uses an ensemble of classification trees.
Ensemble methodologies involve generating multiple clas-
sifiers and aggregating their results (e.g. bagging} (Breiman,
2001; Liu, Wang, Wang, & Li, 2013}. In RF various parame-
ters were explored and models were chosen based on Out-
Of-Bag (OOB) classification error, as a subset of the training

iii
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instances is left out in order to obtain an unbiased estimate of
the error.

(iii} Support Vector Machines (SVMs} (Cortes & Vapnil, 1995}
map the original data points from the input space into a
higher dimensional feature space using a kernel function, in
order to construct a maximal separating hyper-plane.
Various kernel functions were employed and training as
well as model selection was performed based on the COC
criterion for 3-fold CV coupled with a grid search for the
optimal hyper-parameters and the OCC of a small stratified
subset of the training samples. For the two-step model, a
SYM model (SVIM-1}with b2 training data (including classes
0, 60, 80, 90, and 100% beef} and a radial basis function (RBF}
kernel was calibrated using grid search coupled with 3-fold
cross validation for caleulating the optimal parameters
(Capacity = 3, gamma = 0.028}. Next, a new SVM model
(SVM-2} was developed using as input all freshly-ground
data (common levels of adulteration and pure samples of
bl & 2} and a linear kernel (Capacity = 1}.

In all supervised methods, while bl and/or b2 samples were
used for model development, b3 samples were reserved for inde-
pendent model validation, as proposed by Ropodi et al. [2015). This
was done so that the models could be tested with an unknown and
unbiased dataset in order to exclude overoptimistic results (Ropodi
etal., 2015). In addition, b1 and b2 were used for model calibration
to take into account the variability within (replicate samples of the
same adulteration level} and among meat batches. Furthermore,
only the common levels of adulteration were used during model
development.

Different classification problems were explored including clas-
sification among different percentages of beef (4 classes), pure beef
vs. pure horsemeat vs. adulterated samples, pure meat (both beef
and horse} vs. adulterated samples and freshly-ground vs. stored
minced meat. Model performance was measured mainly in terms of
OCC, as well as recall (sensitivity} and precision (Solkolova &
Lapalme, 2009).

PCA was performed using MetaboAnalyst 3.0 software (Xia,
Sinelnikov, Han, & Wishart, 2015} and PLS-DA was implemented
in R v3.0.2 (http://www.r-project.org/, The R Foundation for Sta-
tistical Computing, Vienna, Austria} and Rstudio v.0.97.551 inter-
face [RStudio, Inc., Boston, Massachusetts, USA}, using the
“plsgenomics” package (Boulesteix & Strimmer, 2007; Boulesteix,
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2004; de Jong, 1993). RF was performed in MATLAB 2012a soft-
ware (The MathWorlks, Inc., Natick, Massachusetts, USA} and lastly
SYMs were employed using Statistica v.8.0 software (Statsoft Inc.,
Tulsa, CK, USA).

3. Results and discussion
3.1. Multispectral image data

In Fig. 2, the mean reflectance values in 18 wavelengths is pre-
sented for a pure horsemeat(a} and a pure beef (b} sample before
and after storage for 6, 24 and 48 h. It is evident that, although
stored samples are more difficult to distinguish among themselves,
freshly-ground sample are easily differentiated. Additionally, PCA
scores for batch 1 are presented for principal components (PCs}
land 3 are found in Fig. 3. Indeed, PC1 vs. PC3 scores displayed a
distinct separation of pure vs. adulterated samples. Pure beef and
horsemeat samples were located on the top right of the plot and
although they seemed close, discrimination was more evident in
the PC2 vs. PC5 plot (Supplementary, Fig. 1} Furthermore, various
levels of adulteration were easily distinguishable with only adja-
cent categories sometimes overlapping. These results are in good
agreement with PCA analysis performed on Raman spectra of fat
samples with a 25% step among different levels of adulteration,
where different categories were evident in the PC1 vs. PC2 plot
(Boyact et al., 2014). They are also consistent with the results in the
case of adulteration with pork where the same experimental design
{with a 10% step} was implemented (Ropodi et al,, 2015}, However,
it should be noted that, while in the latter two cases the differences
were apparent using the first two components and therefore the
PCs with the highest variance explained (%}, this was not the case in
b1 data. In fact, PCs 1 vs. 3 and PCs 2 vs. 3 (Supplementary, Fig. 2}
displayed higher discriminatory power than PCl vs. PC2
(Supplementary, Fig. 3), especially in the case of distinguishing
between pure and adulterated samples, denoting a significant dif-
ference between the datasets.

Different levels of adulteration were also evident when PCA was
applied to b2 freshly-ground image data with the 90-10% (w/w) to
seem more difficult to separate from pure beef samples
(Supplementary, Fig. 4). Furthermore, freshly-ground and espe-
cially pure samples were clearly noticeable indicating the major
changes occurring in meat color during storage (Fig. 4). Lastly, as
storage time elapsed, less image data from different storage times
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=2t
| =81
0 1
400 600 800 1000
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Fig. 2. Wean reflectance (%) values of (a) a beef and (b) a horsemeat sample for 18 distinct wavelengths ranging from 405 to 570 nm. Samples arte freshly-ground (0 h) and stered in

refrigerated conditions for 6, 24 & 48 h minced.
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and percentages of adulteration could be distinguishable.
3.2, Mode! development and validation

In Table 1, OCC classification results for PLS-DA and RF are pre-
sented. In the case of PLS-DA for the different classification prob-
lems explored including classification among different percentages
of beef (4 classes), pure beef vs. pure horsemeat vs. adulterated
samples, pure meat (both beef and horsejvs. adulterated samples
and freshly-ground vs. stored minced meat. Results showed that
the majority of the models significantly underperformed in the
stage of independent validation, although they exhibited very good
performance during calibration. FLS-DA yielded a 66.41% OCC in the
case of freshly-ground vs. stored meat samples, however only one
freshly-ground sample was misclassified as stored. Furthermore,
when the proportion of observations to be included in the training
set at each cross-validation iteration was set to 0.2, results
improved and mean per-class Recall (sensitivity} and Precision
were 89.06 and B81.00%, respectively [Supplementary Table 1)
While this may imply that another methodology should be used,
lack of generalization in the former modelsmay also be attributed
to a case of overfitting due to inadequate representative training
samples. Indeed, b1 and b2 datasets include two batches of freshly
ground samples, but only one batch of stored samples in refriger-
ated conditions. This may have led to a lack of sufficient data for
adulteration detection. However, the Improved results of the latter
PLS-DA model and PCA scores for b2 (Fig. 4) suggest that data were
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sufficient for the “freshly-ground vs. stored” classification problem
and possibly “freshly-ground and pure vs. other samples.

SVM models were calibrated in order to solve this problemand
yielded very good results. The SVM model [SVM-1}with b2 training
data and a radial basis function (RBF} kernel classified all training
samples correctly {OCC = 100%} in the subset retained for internal
model validation. Additionally, independent model validation
yielded an OCC equal to 99.38%, as well as 99.58% and 98.78% mean
per-class recall and precision. In fact, only one testing sample, a
minced horsemeat sample stored for 6 h, was mis-
classified(Supplementary, Table 2). The above classification results
led to considering a new two-step approach in order to identify
pure as well as freshly-ground samples, namely (a} classifying
samples as freshly-ground or stored, and (b} classifying the former
as pure or adulterated.

In Fig. 5, a graphical presentation of the classification results is
presented. Using SVM-1, only one “stored” sample was mis-
classified. Applying the SVM-2 model, all pure samples were clas-
sified as pure, but 5 adulterated samples were misclassified
yielding an OCC of 84.38%. However, the misclassified samples were
all adulterated with 20% horsemeat, therefore the largest (wfw}
percentage of horsemeat where samples were misclassified was
20% after independent validation. The misclassified sample of SVM-
1 was classified as pure and as a consequence the final results
yielded an OCC equal to 95.31%. The performance of the two-step
model is presented in Table 2.

Similar studies on meat authenticity have been published
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Table 1

Overall correct classification results for training and validation sets for partial least squares discriminant analysis and random forest.

Overall correct classification (%}

PLS-DA

RF

Training set (b1&b2}

Validation set (b3} QOB prediction Validation set (b3}

Freshly ground vs. stored (0, 60, 80, 100} 100.00
Pure vs. adulterated [0, 60, 80, 100} 9730
Pure horse vs. pure beef vs. adulterated (0, 60, 80, 100} 100.00
4 classes 0, 60, 804100 98.55

66.41 86.62 75.00
5234 895.27 50.00
50.00 85.27 25.00
3740 92.57 25.00

previously, but they usually focus on classification among different
types of meat such as chicken vs. turkey (Ellis, Broadhurst, Clarke, &
Goodacre, 2005}, beef vs. kangaroo (Ding & Xu, 1999} and beef
vshorsemeat (Boyact et al, 2014; Ebrahim, Sowoidnich, &
[{ronfeldt, 2013} using FT-IR, visiblefNIR and Raman spectroscopy.
In addition, hyperspectral imaging has been employed for the dif-
ferentiation of various types of meat such as pork vs. beefvs. lamb
[Kamruzzaman, Barbin, ElMasry, Sun, & Allen, 2012}. MSI has only
been used in the detection of adulteration of minced beef with pork
[Ropodi et al, 2015}, In fact, little work has been undertaken in
terms of multiple levels of meat adulteration with horsemeat
[Boyaci et al., 2014}, but without extended model development and
validation using different batches of meat. Cn the other hand,
published studies have presented cases of adulteration of poultry
with porlk (Soares et al., 2010}, pork in beef meatball and in minced
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mutton(Rohman, Sismindari, Erwanto, & Che Man, 2011; Tianet al.,
2013}, beef offal in fresh and frozen beef burger(Zhao et al., 2014},
pork meat in raw beef burger and minced lamb (Giaretta, Di
Giuseppe, Lippert, Parente, & Di Maro, 2013; Kamruzzaman et al.,
2013}. Although some of these studies displayed good results,
they cannot be compared to this study due to the different type of
meat andfor adulterant. While the maximum error was 20%, lower
detection limits were found by Morsy and Sun (Morsy & Sun, 2013}
using NIR spectroscopy, but with no external validation. Alamprese
et al. (2013} used independent samples for validation with very
good results in the case of beef adulteration with turkey, but pure
samples were grouped together with low levels of adulteration for
classification. Lastly, none of the above studies has taken into
consideration changes occurring during refrigerated storage.

In conclusion, this study proved that MSI is capable of
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Fig. 5. SVM two-step classification scherme and dlassification results for the identification of freshly-ground and non-adulterated samples.

Table 2

Final confusion matrix for Z-step SV model and classification performance indices for validation batch (b3} and samples of common levels of adulteration (100-0, 80-20, 60-

40, 0-100% w{w beef and horsemeat respectively}.

To
Freshly-ground & pure Stored andfor adulterated Recall Iean recall
From Freshly-ground & pure 16 a 100.00% 97.32%
Stored andfor adulterated 6 106 S4.64%
Precision 72.73% 100.00%
lean precision B636%
00C— 9531%

identifying pure and freshly-groundsamples with a maximum error
of 20%. The classification models proved less successful compared
to the case of adulteration with pork. However, it also emphasized
the necessity of independent sample validation and the significant
changes occurring in color during storage. Although these changes
affected the model performance greatly, pureand freshly-ground
samples were clearly distinguishable, proving that MSI could be
used for large scale quality control applications in the future.
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Supplementary material for Section 2.4
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Fig. 2 PC2 vs. PC5 for batch 1
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Supplementary material for Chapter 3

Table S1. Microbiological analysis (log CFU/gr) of the meat batches (Total Viable Counts -
TVC, Pseudomonas spp. - CFC, Brochothrix thermosphacta - STAA, Lactic acid bacteria — MRS,

Enterobacteriaceae — VRBGA).

PCA CFC STAA MRS  VRBGA pH
Batch 1 7.85 5.79 7.10 6.22 2.63 5.65
Batch 2 6.84 6.83 6.79 5.34 4.08 5.47
Batch 3 7.14 5.75 5.85 5.08 4.58 5.68
Batch 4 8.06 7.24 6.63 4.93 2.98 5.64
Batch 5 6.09 5.98 5.54 4.15 2.00 5.62
Batch 6 5.85 4.51 4.20 3.20 2.81 5.66
Batch 7 4.85 4.79 3.20 3.77 1.00 5.47
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Figure S1. Principal component analysis scores for multispectral imaging training data. Red
(class 1) and green (class 2) dots correspond to fresh and frozen-then-thawed samples.
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Figure S2. Principal component analysis scores for FTIR training data. Red (class 1) and green
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Figure S3. Partial least-squares discriminant analysis scores for multispectral imaging training
data (components 1 vs. 2). Red (class 1) and green (class 2) dots correspond to fresh and
frozen-then-thawed samples.
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Abstract

Over the past decade, analytical approaches based on vibrational spectroscopy,
hyperspectral / multispectral imagining and biomimetic sensors started gaining popularity as
rapid and efficient methods for assessing food quality, safety and authentication; as a
sensible alternative to the expensive and time-consuming conventional microbiological
techniques. Due to the multi-dimensional nature of the data generated from such analyses,
the output needs to be coupled with a suitable statistical approach or machine-learning
algorithms before the results can be interpreted. Choosing the optimum pattern recognition
or machine learning approach for a given analytical platform is often challenging and
involves a comparative analysis between various algorithms in order to achieve the best

possible prediction accuracy.

In this work, “MeatReg”, a web-based application is presented, able to automate the
procedure of identifying the best machine learning method for comparing data from several
analytical techniques, to predict the counts of microocrganisms responsible of meat spoilage
regardless of the packaging system applied. In particularly up to 7 regression methods were
applied and these are ordinary least squares regression, stepwise linear regression, partial
least square regression, principal component regression, support vector regression,

random forest and k-nearest neighbours.

MeatReg” was tested with minced beef samples stored under aerobic and modified
atmosphere packaging and analysed with electronic nose, HPLC, FT-IR, GC-MS and
Multispectral imaging instrument- Population of total viable count, lactic acid bacteria,
pseudomonads, Enterobacteriaceae and B. thermosphacta, were predicted. As a result,
recommendations of which analytical platforms are suitable to predict each type of bacteria
and which machine learning methods to use in each case were obtained. The developed

system is accessible via the link: http://elvis.misc.cranfield.ac. uk/SORF/.
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1. Introduction

Consumers demand food products, which should not be only perfectly safe for human consumption,
but visually attractive as well. Additionally, to be more likely to meet the customers’ expectations,
foodstuff should include fewer additives, be minimally processed and high in quality. (Van
Wezemael, Verbeke, de Barcellos, Scholderer, & Perez-Cueto, 2010). In general, food products are
considered spoiled if it is unacceptable by the customer, though not necessarily unsafe
(Koutsoumanis, 2009). This is also the case with fresh meat, where spoilage is quite a subjective
judgement among consumers, often based in the presence of gross discoloration, strong off-odours
and development of slime due to intrinsic or extrinsic factors (G. J. Nychas, P. N. Skandamis, C. C.
Tassou, & K. P. Koutsoumanis, 2008).

Meat spoilage is a very complex phenomenon, which involves significant changes and activities of
very different microbial groups depending on the storage conditions e.g. packaging, temperature
(Doulgeraki, Ercolini, Villani, & Nychas, 2012). However, according to EU authorities (Commission,
2005), the quality of fresh meat is evaluated only by viable counts of bacteria able to grow on very
generic medium (Total viable count) or on counts of the Enterobacteriaceae family. On the other
hand, itis well established that pseudomonads are the major cause of spoilage in aerobic
conditions as once they have used all glucose and lactate available, they start to metabolise the
nitrogen sources, producing slime and off-odours (Mohareb et al., 2015). Under modified
atmosphere packaging, other microorganisms like B. thermosphacta, Enterobacteriaceae and lactic
acid bacteria are dominating, whilst under vacuum packaging the dominant species are
Pseudomonas spp., B. thermosphacta and S. putrefaciens (G-J.E; Nychas, Marshall, & Sofos,
2007). Counting colonies is certainly time-consuming, costly and provide retrospective information
(G. J. E. Nychas, P. N. Skandamis, C. C. Tassou, & K. P. Koutsoumanis, 2008). Moreover, both the
anhalysis of limited samples and/or their low counts, can significantly underestimate the microbial
contribution to meat quality. Recently, rapid, non-invasive methods relying on processing large
datasets using computational analysis are gaining popularity (George-John E. Nychas, Panagou, &
Mohareb, 2016). Although such instruments represent an efficient alternative to conventional
microbiological analysis, the experimental output is far more complex and usually needs processing
before the results can be interpreted. In the food sector, a plethora of machine learning approaches
has been followed by different authors in order to predict spoilage in meat samples using
metabolomics data (Comprehensive examples are highlighted in (Ropodi, Panagou, & Nychas,
2016). internet technologies and more specifically open sources platforms will enhance food safety
management system {(George-John E. Nychas et al., 2016) while will allow supply chains to use
virtualizations dynamically in operational management processes. This will improve support for food

companies dealing with perishable products, unpredictable supply variations and stringent food
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safety and sustainability requirements.

While research involving metabolomics data in tandem with machine learning techniques is
extensive, guidelines to choose the machine learning method that provides the best results for a
specific type of data are still needed. Furthermore, the actual procedure of optimising and validating
the spoilage prediction models is computationally extensive, and often requires the availability of

suitable resources and statistical knowledge.

Therefore, the aim of this work is (i) to develop spoilage prediction models from data derived from
different analytical instruments, and (ii) to implement an accuracy ranking system through a platform
(MeatReg), which assesses the suitability of machine leaming methods to specific type of metabolic
data provided by a certain analytical process. For this study, metabolomics data from minced beef
samples stored under aerobic and modified atmosphere packaging were collected using 5 different
analytical and imaging instruments: electronic nose {eNose), High Performance Liquid
Chromatography (HPLC), Fourier Transformed Infrared Spectroscopy (FT-IR), Gas
Chromatography coupled to Mass Spectrometry (GC-MS) and multi-spectral imaging (M3I).

In particular in this study, seven machine learning methods; namely Ordinary Least Squares
regression (OLS-R), Stepwise Linear regression (SL-R), Principal Component regression (PC-R) ,
Partial Least Squares Regression (FLS3-R), Support Vector Regression (SYM-R), Random Forests
Regression (RF-R) and k-Nearest Neighbours’ Regression (KNN-R) were used to predict bacterial
counts for Pseudomonads, Lactobacilli, B. thermosphacta and Enterobacteriaceae, as well as for
the bacterial total viable count. This way, the most suitable analytical platforms to predict bacterial
counts for each type of bacteria present in meat stored under aerobic or modified atmosphere
conditions were identified and machine-learning methods were ranked for each scenario according
to their performance. Additionally, “MeatReg” was made available online as a web-based
application in order to provide a flexible and setup-free mean to automate the whole analysis
process since internet technologies and more specifically open sources platforms will enhance food
safety management system (George-John E. Nychas et al., 2016) while will allow supply chains to
use virtualizations dynamically in operational management processes. This will improve support for
food companies dealing with perishable products, unpredictable supply variations and stringent food

safety and sustainability requirements.

2. Material and methods

2.1. Sample preparation & microbiological analyses
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Fresh minced meat was obtained from a central butcher shop in Athens and transported under
refrigeration to the laboratory within 30 min. Portions of approximately 75-80 g were placed on
styrofoam trays, were stored in air or under modified air packaging (MAF) conditions (20% CO./
80% ©O,) at 4 and 10°C. For aerobic storage, samples were covered with plastic food membrane for
domestic use and for MAP storage, samples were packed into plastic pouches of gas permeability
at 20°C and 50% relative humidity of ca. 25 and 90 cm®m? per day/10° Pa for CO» and O,
respectively, using a HenkoVac 1900 Machine. At appropriate time intervals (approximately every
24 and 12 hours for the case of 4°C and 10°C respectively), multispectral images of duplicate
samples were captured and samples were analyzed microbiologically until spoilage was
prohounced and sub-samples were stored (-20°C) for FTIR, HPLC, GC-MS and e-nose
measurements. Additionally, three more samples at 0 hours (control samples) were analyzed. In
total, 105 samples (three control samples and 11-14 duplicate samplings per packaging condition
per storage temperature) were analyzed. Generally speaking, meat spoilage and sample
discoloration was not evident to the naked eye, except between extreme storage times (See
Supplementary Figure 54). Twenty-five gram-portions from each meat samples were weighted
aseptically in 400m| sterile stomacher bags (Seward Medical, London, United Kingdom), containing
225ml of sterile quarter Ringer's solution (LabM Limited, Lancashire, United Kingdom) and were
homogenized for 60 sec (Lab Blender 400, Seward Medical). Appropriate serial dilutions were
prepared with the same Ringer's solution and duplicate 0.1 or 1 mL samples of the appropriate
dilutionswere spread or mixed on the following media: plate count agar (PCA, Biolife 4021452,
Milano, Italy) for total viable counts (TVC), incubated at 30 °C for 48-72 h; Pseudomonas agar base
(PAB, Biolife 401961, Milano, ltaly) for Pseudomonas spp., incubated at 25 °C for 4872
h;streptomycin thallous acetate-actidione agar (STAA, Biolife 402079,Milano, ltaly) for B.
thermosphacta, incubated at 25 °C for 72 h; and de Man-Rogosa—Sharpe medium (MRS, Biolife,
4017282, Milano, Italy) with pH adjusted to 5.7 with 10 N HCI, for lactic acid bacteria overlaid with
the same medium and incubated at 30 °C for 48—72 h. All plates were examined visually for typical
colony types and morphological characteristics that were associated with each growth medium.
Moreover, the selectivity of each medium was routinely checked by Gram staining and microscopic
examination of smears prepared from randomly selected colonies obtained from the media.

2.2 Fourier Transform Infrared (FTIR) Spectroscopy

FTIR spectra were acquired using an FT/IR 6200 JASCO spectrometer (Jasco Corp., Tokyo,
Japan). Small portions (~3 g) were placed on the surface of a ZnSe 45° HATR (Horizontal
Attenuated Total Reflectance) crystal (PIKE Technologies, Madison, Wisconsin, United States) and,
using the Spectra Manager software version 2 (Jasco Corp.), spectra were collected from 4000 to
400 cm™ (100 scans, resolution of 4 cm™) within a period of 2 min. Prior to the measurements,

reference spectra were acquired using the crystal with no added meat. After each measurement,

5
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the crystal’s surface was cleaned using firstly detergent and distilled water and secondly with
analytical grade acetone, and dried with lint-free tissue.

2.3 Image Acquisitions and Analysis

Images from every sample were captured using Multispectral imaging (MS3I), a system which
acquires multispectral images in 18—non-uniformly distributed wavelengths ranging from 405 to
970nm in visible and short-NIR spectral region. The system’s detailed description commercialized
by “Videometer A/S (VM) (http /Awww.videometer.com) has been reported elsewhere (Panagou,
Papadopoulou, Carstensen, & Nychas, 2014). The system was calibrated radiometrically and
geometrically using well-defined standard targets, after a light setup based on the type of object to
be recorded called “autolight”. Petri dishes (75-80 g meat portions) were placed inside an Ulbricht
sphere in which the camera is top-mounted. An image-processing step is needed that will result in
an image mask where only meat tissue is included. This step was implemented using
VideometerLab software (version 2.12.39). The resulting image naturally includes irrelevant
information such as the Petri dish and its surrounding background, as well as the fat and connective
tissue within the meat. For this reason, an image pre-processing step was performed; which
includes transformation and segmentation procedures using the default Videometer lab software
which controls the operation of the instrument. This procedure is described in details elsewhere
(Ropodi, Pavlidis, Mohareb, Panagou, & Nychas, 2015). Briefly, Canonical discriminant analysis
(CDA) was applied to separate the images according to the regions of interest (Daugaard, Adler-
Nissen, & Carstensen, 2010). Following this fransformation, the separation was distinct, and a
simple threshold was enough to separate meat from non-meat pixels. The resulting segmented
image for each sample only contains the isolated part of the meat tissue as the main region of
interest (ROI) was used for the extraction of spectral data used for the statistical modelling. For this
step, the mean reflectance spectrum was calculated for each image by averaging the intensity of
pixels within the ROI at each wavelength. Furthermore, the standard deviation of the pixels' intensity
per wavelength was extracted. The resulting data consisted of 18 mean values and 18 standard
deviations of the reflectance, as it was recorded by the camera for the pixels that were included in
each image's ROI, and were further analyzed with various mathematical modelling methods.

2.4 Electronic nose

The volatile compounds chemical fingerprints of beef fillet samples were analysed using a gas
sensor array system (LibraNose, Technobiochip, Napoli, Italy). The platform uses an array of 8
quartz crystal microbalance (QMB) non-selective sensors coated with different poly-pyrrole
derivatives, synthesized at Technobiochip. Further details on the LibraNose instrumentation and
mode of action can be found elsewhere (Baietto, Wilson, Bassi, & Ferrini, 2010). For each

measurement, a beef fillet sample of 5 g was introduced inside a 100 ml volume glass jar and left at

&
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room temperature (20°C + 2°C) for 15 min to enhance desorption of volatile compounds from the
meat into the headspace. The headspace was then pumped over the sensors of the electronic nose
and the generated sighal was continuously and in real ime recorded and stored to a laptop

computer.

2.5 High Performance Liquid Chromatography (HPLC)

The analysis was performed as described by (Skandamis & Nychas, 2001) equipped with a Model
PU-980 Intelligent pump, a Model LG-980-02 temary gradient unit pump and a MD-910 multi
wavelength detector. The injection valve was connected with a 20 pL loop, whilst 50 pL of the
sample was injected each time. The sample was eluted isocratically with a solution of 0.009 N
H-S0, (using HPLC grade solvent and ultra-pure water) through an Amminex HPX-87H column
(300 = 7.8 mm, Bio-Rad Laboratories, Richmond, CA, USA) at a rate of 0.7 mL/min and oven
temperature set at 65 °C. The software used for the collection and the processing of the spectra
was the Jasco Chrompass Chromatography Data system v1.7.403.1. Spectral data were collected
from 200 to 600 nm, however chromatogram integration was performed at 210 nm and the purity of
the peaks was examined through the software using all spectral ranges. Solutions of oxalic, citric,
malic, lactic, acetic, formic, tartaric, succinic and propionic acids (HPLC grade) were used as
reference substances, analysed using the same programme and their spectra were compared with

the samples for the identification of the peaks.

2.6 Gas Chromatography coupled to Mass Spectrometry (GC-MS)

GC-MS analyses was performed as described by (A. A. Argyri, Mallouchos, Panagou, & Nychas,
2015). Briefly, Agilent 7890A gas chromatograph coupled to Agilent 5973C mass spectrometer was
deployed using helium as a carrier gas at a constant flow rate of 1 mL/min. The injection port was
equipped with a liner (0.75 mm i.d.) suitable for SPME analysis. |t was operated in spliless mode for
1 min at 250 °C. Separation of compounds was performed on an HP-5MS column (30 m, 0.25 mm
i.d., 0.25 um film thickness, Agilent). Oven temperature was maintained at 40 °C for 5 min,
programmed at 4 °“C/min to 150 °C and then it was raised to 250 °C with a rate of 30 °C/min and
held for 5 min. The interface temperature was set at 280 °C. The mass spectrometer was operated
in electron impact mode with the electron energy set at 70 eV and a scan range of 29-350 m/z
(scan rate: 4.37 scans/s, gain factor: 1, resulting EM voltage: 1188 V). The temperature of M3
source and quadrupole was set at 230 and 150 °C, respectively. |dentification of the compounds
was conducted as described elsewhere (A. A. Argyri et al., 2015).

2.7 Mathematical modelling

Three sets of minced beef samples stored under different packaging conditions; aerobic packaging
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(AIR), modified atmosphere packaging (MAP) and mixed packaging storage (AIR + MAP) were
ahalysed using different analytical and imaging platforms as shown is Figure 1, where output
datasets were used to implement and test the performance implemented with “MeatReg”. For each
of the sets, data from 5 analytical platforms used in metabolomics in order to predict bacterial
counts grown in 5 different mediums (a total of 50 combinations; 2 packaging systems x 5 platform x
5 species counts) was analysed. The analysis was performed using the open-source software
environment R as it contains several resources and support to perform machine learning. For each
dataset comresponding an analytical platform, a Principal Component Analysis (PCA) plot was
generated for exploratory purposes. The models were generated using seven different methods for
machine learning as previously outlined. In order to generate each of the models, the dataset was
randomly split over 20 iterations into a training dataset, which contained 70% of the samples, and a
testing dataset composed by the remaining samples. The training dataset was then used to build

the model while the testing dataset was used to calculate the performance of such model.

Ordinary least squares regression (Wilkinson & Rogers, 1973), OLS-R, and stepwise linear
regression (Friedman, Hastie, & Tibshirani, 2010), SL-R, are linear regression methods, with the
difference that linear stepwise linear regression performs feature selection. These were performed
using the “Im” function present in the package “stats” in R base. Principal component regression
(Kendall, 1957), PC-R, and partial least squares regression (Héskuldsson, 1988), PLS-R, perform
the regression models based on the reduction the number of variables to a few components that
explain the variability within the samples. These methods were implemented using the “pcr” and
“pls” functions with 3 components from the “pls” package (Mevik & Wehrens, 2007).

Random forest (Breiman, 2001) is a method based on ensemble leaming that combines the
predictions of several decision trees in order to provide a more accurate prediction than the
individual trees on their own. It was implemented with 200 trees using the “random Forest” function
from the “randomForest” package (Liaw & Wiener, 2002). For Support Vector Machines Regression
(Boser, Guyon, & Vapnik, 1992), SVM-R, an optimal hyperplane that minimizes the distance to all
the data points is built. As it is a parametric method, 3 parameters, cost of constraints violation,
epsilon and gamma, were adjusted in order to optimize the model. To find the best values for these
parameters grid search was carried out. The implementation was performed using the “svm”
function from the “e1071” package (Dimitriadou, Hornik, Leisch, Meyer, & Weingessel, 2011) and
the kernel selected was the radial basis kemel (RBF). The values for grid search were 0, 0.03, 0.08,
0.09, 0.20, 0.30, 0.60 and 0.90 for gamma; 0, 0.02, 0.04, 0.06, 0.10, 0.20, 0.30 and 0.60 for epsilon;
and 1, 4,7, 10, 13, 16, 19, 30, 50, 70, 90 and 110 for the cost. Finally, k&-nearest neighbours
(Silverman & Jones, 1989), kNN, predicts the value of an unknown sample based on the values of
the &k samples closer in distance. It was implemented using the function “knn.reg” from the “FNN”
package (Beygelzimer, Kakadet, Langford, Arya, & Mount, 2013). The best & was selected using
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grid search from k=4 to 10.

For the methods that required grid search the dataset was split into training and testing. The training
dataset was used to perform a model for each one of the possibilities of the grid search. The
performance of each one of the models was calculated using the testing dataset and the

parameters, which provided the model with the lowest RMSE, were selected.

2.7.1 Models validation

The performance of the models was assessed in terms of how close the predicted values were to
the observed. Quantification was performed by calculating the root-mean-square error (RMSE), the
accuracy, the maximum difference between predicted and observed values (An.y), the bias factor
(Br) and the accuracy (As) factor (Baranyi, Pin, & Ross, 1999). The root mean-square emror (Equation
1) quantifies the difference between predicted and observed value. If the difference is small, the

RMSE is a positive humber close to 0.

redicted — observed)?
RMSE = JZ(’P ™ )

Equation 1. Root mean-square error formula.

The accuracy factor (Equation 2) is an indicator of the difference between observed and predicted
values. The bias factor (Equation 3) indicates if there is systematic bias, providing information about
how much the model over-predicts or under-predicts. Both factors are close to 1 if the model

provides good predictions.

(zw(%))
Af =10

Equation 2. Accuracy factor formula.

gpserved

s log(ered:cte )

Equation 3. Bias factor formula.
The accuracy is the percentage of samples comrectly predicted (Equation 4). A sample is considered

correctly predicted if the difference between predicted and observed values is less than 1 log (TVC)

(Mohareb, Papadopoulou, Panagou, Nychas, & Bessant, 2016) as it is the equivalent to 1 dilution.
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samples correctly predicted

A =
cenwracy overall number of samples

Equation 4. Accuracy formula.

The maximum difference between predicted and observed values was calculated as well. Even if it
is not a statistical parameter, it is informative as it shows the worst prediction. If the highest
difference between predicted and observed is below or close to 1, the model is providing good
predictions but if it is higher it means that the worst prediction deviates too much from the observed
values.

Validation is a crucial part of the analysis. To assess the performance of the machine leaming
algorithms, Monte Carlo cross validation {Qing-Song Xu & Liang, 2001) was used. For K=20, the
samples from each dataset were randomly distributed into training and testing datasets in 20
different splits. Then, the performance is calculated as an average of the performance of the 20
models. Performance plots for each scenario and machine leaming method applied were generated

to observe how the calculations of accuracy vary depending on the value of N.

2.7.2 Ranking and visualization

Machine learning methods were ranked according to the RMSE for each scenario. The first machine
learning method in the ranking were used to generate a summary plot in which the intersection of
analvtical platform and the medium used to grow microorganisms indicates the performance of the
best machine learning technique (Figure 2). Light green tones represent that at least one of the
machine learning methods applied provided a good prediction of the bacterial count whilst red tones
illustrate that no machine learning methods provided a good performance.

3. Results

3.1 Microbial Association

The microbial association of minced meat comprises of Total Viable Counts (initial counts; 5.65 log
cfufg), Pseudomonads (4.13 log cfu/g), Brochothrix thermosphacta (4.24 log cfu/g), Lactic acid
bacteria {4.33 log cfu/g), Enterobacteriaceae (1.92 log cfu/g) and yeasts (4.80 log cfu/g). Tables 1
and 2 summarize kinetic parameters of the member of microbial association following data fitting
using the Baranyi and Roberts model (Baranyi & Roberts, 1994). Lag phase was observed only at
0°C, while there was an increase in the maximum specific growth rate (.,.) of various groups
correlated to the increase of the storage temperature regardless the packaging type. The influence

of the packaging type was also evident. For example, TVC (... followed the increase order MAP <
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AlR, regardless the storage temperature.

3.2 Performance of Machine-learning models in data acquired from

different metabolomics fingerprint profiles

Ranking of the tested machine learming models for AIR and MAP, and AIR+MAP is provided in the
supplemented Table S1, S2 and S3 respectively; while the best performed models are indicated in
Figures 2. It should be noted that no data pre-treatment was performed prior to analysis. Taking
RMSE as a measure of model's performance validation, the data analysis revealed that these
values ranged from 0.370 to 1.321 across different best machine learning methods to predict each
of the species counts for AIR, MAP, conditions (Figures 2a & 2b). Furthermore, for mixed storage
conditions (AIR + MAP) showed comparable results to storage-specific models; with RMSE values
ranged from 0.388 to 1.343 (Figure 2c).

Under AIR packaging storage (Figure 2a), the best overall prediction outcomes were obtained from
data derived with HPLC and MSI. HPLC achieved 100% prediction accuracy for Lactobacilli
(medium MRS, RMSE = 0.4656) when combined with RF-R, 93.9% and 92.6% when combined with
kNN-R for total viable count (medium PCA, RMSE = 0.508) and B. thermosphacita (medium STAA,
RMSE = 0.564) respectively. eNose achieved 86.6% for Enterobacteriaceae (medium VRBG,
RMSE = 0.724). Pseudomonads (medium CFC), were best predicted using MSI| combined with
PLS-R (RMSE = 0.853). The ranking of the entire machine leaming methods suite applied to beef
stored under aerobic packaging conditions for each combination is available in the Supplementary
Materials — Table 1S.

For MAP storage (Figure 2b), the RMSE ranged from 0.370 to 0.866 across different machine
learning methods to predict each of the species counts. RF-R provided the best predictions in most
cases. For electronic nose, the RMSE ranged from 0.431 for Lactobacilli (medium MRS) to 0.654 for
Pseudomonads. For FT-IR, the RMSE ranged from 0.574 for Lactobacilli to 0.866 for
Enterobacteriaceae. For GC-MS data, the RMSE ranged from 0.426 for Lactobacilli to 0.621 for B.
Thermosphacta and the accuracy is above 89% for all bacterial counts. On the other hand, ANN-R
and RF-R provided the best results for HPLC and MSI. For HPLC data, the RMSE ranged from
0.378 and 100% accuracy using RF-R for Lactobacilli to 0.668 and 91.5% accuracy using kNN-R for
Enterobacteriaceae. For MS| measurements, the RMSE ranged from 0.506 and 94.1% accuracy for
Lactobacilli, to 0.822 and 73.0% accuracy for B. thermosphacta (medium STAA), both using RF-R.
The best predictions for Enterobacteriaceae, were obtained using GC-MS, with an RMSE of 0.480
and an accuracy of 93.9%. For Lactobacilli {(medium MRS) the highest RMSE was obtained using
HPLC in tandem with RF-R. For the total viable counts, GC-Ms and eNose in tandem with SV-R and
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RF-R provided predictions with an RMSE of 0.561 and 0.564 respectively. The best predictions for
pseudomonads, were obtained using GC-MS with ANN-R, with an RMSE of 0.471 and 96.0%
accuracy. Finally, the best predictions for B. thermosphacta, was obtained using eNose combined
with RF-R; achieving RMSE of 0.566 and an accuracy of 92.8%. The ranking of the entire machine
learning methods applied to beef stored under modified atmosphere packaging conditions for each

combination is available in the Supplementary Materials — Table S2.

In the case of mixed packaging system, the input dataset consisted of a random mixture of AIR and
MAP within a single dataset and the packaging type was not included as a model input variable, in
order to evaluate the performance of the developed pipeline in achieving a good prediction accuracy
regardless of the packaging system applied. For this experiment, GCMS coupled with RF-R
achieved the best prediction accuracy throughout all growth media, followed by HPLC coupled with
KNN-R, while data derived from FT-IR had the worst prediction performance (Figure 2¢). The best
predictions for Enterobactriaceae (VRBG), B, thermosphacta (STAA), Lactobacilli (MRS),
Pseudomonads (CFC) and total viable counts (PCA), were all achieved using random forest at an
RMSE at 0.558, 0.568, 0.368, 0.66, and 0.471 respectively. The ranking of the entire machine
learning methods applied to beef stored under mixed packaging conditions for each combination is

available in the Supplementary Materials — Table S3.

3.3 Automation of the ML ranking system via an interactive web-based
platform

In order to maximise benefit to the food research community from the developed protocol, the entire
process of models development, optimisation and validation pipeline has been deployed within an
tailored R library package, “MeatReg” deployed within a Web application. The purpose of this
package is to automate the procedure of creating prediction models based on data from analytical
platforms and microbiological counts in C8V format. Figure 3 shows the general workflow of the
analysis. The program loops through machine leaming methods, datasets from analytical platforms
and microbial data selected (highlighted in red) in order to calculate the performance of the models
for all possible combinations. For each dataset from an analytical platform, a Principle Component
analysis (PCA) plot is provided (highlighted in blue). For each combination of machine learning
method, data from the analytical platform and microbial counts are combined and divided into
training and testing datasets, models are created and statistical parameters are calculated K times
and averaged (highlighted in green).

The “MeatReg” package is available to use via the sorfML web application platform
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(http:#elvis.cranfield.ac.uk/SORF/), allowing users to perform regression analysis online (Figure 4).
For a specific dataset already uploaded into the sorfML database, users select “Regression
analysis” and they are able to select the analytical platforms, bacterial growth mediums and
machine learning methods to include in their analysis. Additionally, other parameters can be
modified, such as select a pre-treatment, convert bacterial counts to logarithmic scale if they were
not already converted, modify the number of trees for random forest or modify the parameters for
grid search for ANN-R and SVM-R. When the user clicks “Submit” it passes all the selected options
to a Python script as command line arguments. A Python script generates and executes an R script
to perform the regression analysis using the “MeatReg” package, gathers the information into a
LaTeX file and it is presented to the user as a PDF report containing the summary plot, the ranking
for machine learning methods, performance plots, PCA plots and the R code to run the analysis.

4. Discussion

Data mining derived from food analyses using rapid analytical technigues based on limited or non-
destructive / non-invasive sensors is a growing area in the food sector (George-John E. Nychas et
al., 2016). Indeed, the implementation of these rapid techniques coupled with data analysis
methods has given promising results in several food products (Ropodi et al., 2016). To our
knowledge, “MeatReg” is the first attempt to compare machine-learning methods to determine the
suitability of several analytical instruments in predicting microbiological quality, including spoilage of
foods and more specifically meat, once a suitable dataset is uploaded to the platform. With
“‘MeatReq”, it is possible to visualize how data derived from different analytical instruments are
suitable to predict not only the general microbiological quality of meat but also determine the
contribution of individual bacterial species in the food spoilage process, using a combination of
seven regression methods. All the machine-learning methods applied are ranked according to their
performance, in order to provide information about how each of them performed individually, and in
relation to one another. This multi ‘dimensional’ analyses could be used to evaluate (i) spoilage,
regardless the storage conditions e.g. temperature, packaging etc, and (ii) the feasibility of using in
food sector specific non-destructive/non-invasive instruments/sensors.

For example, Pseudomonads and Enterobacteriaceae counts are well known to be related with
meat spoilage under aerobic packaging conditions (Nychas et al. 2008). In this case the most
suitable sensoris MS3I (Figure 2) and it is quite convenient due to its portability, i.e. it can be placed
on line within the food industry production line, and it is able to provide very fast and accurate
results. On the other hand, although HPLC and GC-MS usually provide accurate prediction, they
are not portable and cannot be deployed within the production chain, however instead can be used
by competent authorities in their analytical laboratories and to conclude regarding the
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microbiological quality as requested by EFSA’s legislation (EFSA 2005). Electronic nose and FT-IR
are also convenient methods and although do provide good prediction =86% for TVC, the lack of
accuracy in the case of pseudomonads in meat stored under aerobic packaging, can be considered
as a drawback if these organisms is requested to be used as quality index. In general, this pipeline
helps to decide which analytical technique to be used by whom (e.g. meat industry, food authority)
and where (on in at line) to predict all types of bacteria of interest according to the food product
being tested, and which machine leaming algorithms will provide accurate predictions of their
bacterial counts without having to invest in numerous and usually expensive platforms.

Models developed using “MeatReg” are validated using the Monte Carlo cross validation as
opposed to the more widely applied methods such as leave-one-out cross-validation (LOOCV).
Though LOOCV is a very popular validation method (Argyri et al., 2010; Mohareb et al., 2016;
Wang, Wang, Liu, & Liu, 2012), it has been shown that using Monte Carlo validation can avoid an
unnecessary large model and decrease the risk of overfitting (Qing-Song Xu, Liang, & Du, 2004).
Other common strategy is to randomly split the original dataset into training and testing datasets
(Anthoula A. Argyri et al., 2013; Mataragas, Skandamis, Nychas, & Drosinos, 2007; Panagou,
Mohareb, Argyri, Bessant, & Nychas, 2011; Rajamaki et al., 2006), but the calculation of the
statistical parameters highly depends on which samples fell into each dataset. However, with
Monte-Carlo validation the criginal datasets are split into training and testing datasets K number of
times (as specified by the user). Training datasets are used to build the statistical model and testing
datasets are used to test it. K models are built and tested and the statistical parameters for all of
them are averaged. In contrast to splitting the dataset into training and testing datasets only once,
this method is more reliable to assess the performance as it does not depend that much in which
samples randomly fall into the training and testing subsets (Mohareb et al., 2016). Moreover, a
particular effort has been placed in providing a comprehensive and easy to understand report. A
heatmap that ranks all included instruments/sensors, algorithms and species counts using a red-
green colour-ramp; where red represents unsuitability and green represents suitability (Figure 2). In
this way, it became possible to compare and rank several possible scenarios within a single plot.
Detailed information about each scenario is also provided within the generated report. For each
combination of analytical platform and bacteria, all the tested machine-eaming methods are ranked
and statistics are provided for all of them. Performance plots are shown as well. Principal
Component Analysis (PCA) plots are provided hereafter for all the data from analytical platform.
PCA is a very popular unsupervised method for exploratory purposes and it is worth checking the
plots for the experimental data in order to detect if it behaves as expected or to find possible outliers
as well as giving insights about the potential for a given dataset to be used to optimise an accurate
model; through the identification of correlation between samples . Finally, the R code applied is

shown in the report as well in order to keep track of the selected parameters.
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As far as the models performance for each of the applied analytical instruments is concerned, MSI,
HPLC and GC-MS provide good predictions for all types of counts. The predictions regarding
Enterobacteriaceae and B. thermosphacta are limited for FT-IR and electronic nose respectively
while both failed to predict pseudomonads counts under aerobic packaging. Although most of the
research has been performed using PLS-R or support vector machines, our results show that other
machine learning methods such as KNN-R and RF-R could provide higher prediction accuracy.
Regarding the performance of FTIR, it should be mentioned that from this instrument a huge
amount of data are derived in comparison with e.g. HPLC (18 peaks) enose (12-20 peaks) MS| (18
wavelength) GC/MS (130 peaks). This should be taken into account if data mining should be
applied before the implementation of ‘MeatReg’.

Supplementary Tables 51&52 show that HPLC data is very suitable to predict bacterial counts as
the regression methods provide good results in most cases. MSI and GC-MS data are very suitable
as well in tandem with KNN-R, SVM-R, RF-R, PL5-R or PC-R. However, GC-MS is hot likely to be
introduced in the industry due to its high cost, high maintenance and size, compared to more

portable MSI platforms such as Videometer.

Aside from the difficulties mentioned before regarding the predictions of certain bacterial counts,
electronic nose data is suitable to predict bacterial counts using most methods for modified
atmosphere packaging but the appropriate methods for aerobic packaging. For the total bacterial
counts under aerobic packaging support vector regression is recommended. For lactic acid bacteria
(MRS) all the methods provided accurate predictions while for Enterobacteria (VRBG) SVM-R,
linear regression and stepwise linear regression provided the best results. For FT-IR data, aside
from pseudomonads and Enterobacteria under aerobic conditions, RF-R provided the best
predictions in all cases. Additionally, the results rank PLS-R, ANN-R, PC-R and SVM-R next, which
work generally fine for all methods with some exceptions.

5. Conclusions

An interactive online platform has been developed to determine the most suitable regression
machine learning method that provides the best prediction accuracy of different types of
microorganisms involved in beef spoilage using data from five different analytical methods. A
thorough approach in selecting the most appropriate strategy for validation of the developed models
has been implemented, by providing several methods for calculating the difference between the
predicted and the measured values, such as RMSE, the accuracy, the maximum difference
between predicted and observed values (A, ), the bias factor (B;) and the accuracy (A;) factor. The
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models development, optimisation, and validation is taking place on the server-side via a user-
friendly interface, therefore abolishing the need for installing specialised statistical software at the
client-side (i.e. the user computer). The analysis output is provided through a comprehensive PDF
report which include all optimisation and validation results for each chosen analytical platform and
ML method, as well as all the parameters used during the analysis. As a future extension of the
developed platform, we aim to provide a classification ML suite to complement the regression suite
presented hereby, to predict spoilage-related discrete values, such as freshness profiles and
sensory. Additionally, we aim to extend the compatibility of the data repository to support additional
platform commonly applied in food research such as Raman and MALDI-ToF Mass Spectroscopy.
Data collected from either FT-IR, image analysis, HPLC or GC-MS combined with appropriate
machine learning strategies (for example partial least squares regression, artificial neural networks)
could become an interesting tool to monitor food spoilageffreshness through the measurement of
biochemical changes occurring in food substrate, without the history of sample to be known (e.g.
temperature of storage, the initial contamination, pH).

A primary goal of data visualization is to communicate information clearly and efficiently to users via
the information graphics selected, such as tables and charts. Effective visualization helps users in
analysing and reasoning about data and evidence. |t makes complex data more accessible,
understandable and usable. Data visualization is both an art and a science.
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Table 1.: Kinetic parameters {following data fitting, calculated with the model of Baranyi and Robert 1994) of the
members of microbial association of minced meat [Total Viable Counts; initial counts 5.48 + 0.2 log cfu, pseudomonads
spp.] stored under aerobic conditions at 4 and 10°C, as function of the storage temperature and the packaging type.

a

Microbial group [ T— Lag yo {log yEnd Standard | Adjusted R,
phase cfu/g) {log error of statistics of
{h) cfu/g) fitting the fitting
a°c Total Viable count 0.057 35.78 5.60 2.38 0.180 0.988
Pseudomonads 0.080 18.93 4.12 2.32 0.200 0.9%0
B. thermosphacta 0.075 21.03 4.24 7.82 0.160 0.986
Lactic acid bacteria 0.036 64.73 4.30 6.35 0.205 0.907
Enterobacteriaceae 0.041 45.78 1.75 nd 0.203 0.967
Yeasts-molds 0.025 17.58 4.70 6.67 0.159 0.943
10°C Total Viable count 0.126 nd 5.50 10.90 0.218 0.964
Pseudomonads 0.124 nd 5.72 10.78 0.300 0.931
B. thermosphacta 0.143 nd 4.36 7.73 0.237 0.958
Lactic acid bacteria 0.126 nd 3.40 7.15 0.200 0.957
Enterobacteriaceae 0.053 nd 0.85 nd 0.463 0.658
Yeasts-molds 0.103 nd 3.82 5.7 0.306 0.8306
* Maximum specific growth rate h_1.
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Table 2.: Kinetic parameters (following data fitting, calculated with the model of Baranyi and Raobert
1994) of the members of microbial association of minced meat [Total Viable Counts; initial counts
5.48 + 0.2 log cfu, pseudomonads] stored under maodified atmosphere conditions at 4 and 10°C, as
function of the storage temperature and the packaging type

Microbial group TR Lag y0 {log yEnd Standard | Adjusted R’
phase cfu/g) {log error of statistics of
{h) cfu/g) fitting the fitting
Microbial group [TH. lag y0 yEnd Selfit) R"2_stat
4°C Total Viable count 0.040 74.23 | 5.86 7.81 0.166 0.963
Pseudomonads 0.050 60.75 | 4.09 7.35 0.287 0.917
B. thermosphacta 0.070 36.35]| 451 7.78 0.227 0.965
Lactic acid bacteria 0.021 62.29 | 4.49 6.05 0.105 0.972
Enterobacteriaceae 0.052 | 112.35] 2.01 3.29 0.144 0.944
Yeasts-molds 0.024 25.60 | 4.83 6.07 0.155 0.871
10°C Total Viable count 0.116 nd [ 541 7.99 0.223 0.935
Pseudomonads 0.075 nd| 5.40 7.10 0.420 0.892
B. thermosphacta 0.100 nd | 4.20 7.06 0.247 0.949
Lactic acid bacteria 0.094 nd | 3.29 6.35 0.177 0.979
Enterobacteriaceae 0.019 nd | 0.25 nd 0.326 0.419
Yeasts-molds 0.042 nd | 3.87 nd 0.654 0.796
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List of Figures

Figure 1. Minced beef is stored using three different packaging conditions (highlighted in red). The samples
stored under both packaging conditions go through microbiological analysis (highlighted in green) and

analysis using metabolomics platforms {highlighted in blue).

Figure 2. Suitability of analytical platforms to predict the bacterial count for beef samples stored under: a-
aerabic packaging [AIR); b - modified atmosphere packaging {MAP); and c- Mixed packaging {AIR +MAP).

Green indicates a low RMSE while red indicates a higher RMSE.

Figure 3. Simplified workflow of the analysis. The selection of machine learning method, dataset and
microorganisms is highlighted in red; the production of PCA plots is highlighted in blue and the creation of

statistical models and assessment of their performance is highlighted in green.

Figure 4. Screenshots of the sorfML web platform form showing steps involved in performing online

regression analysis.
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Table 1. Ranking of machine methods by RMSE in first place and accuracy in second
place
rank #1 Tonk £ Tank £5 Tank #4 Tonk £5 Tank #8 Tonk &7
129 ENN
(e=110, y=0.08, £=0.03) OLSE. SLE. PLSR EFR POR (k=8)
RMSE: 0.724 RMSE: 0781 | RMSE: 0.878 RMSE: 0.899 RMESE: 0.971 RMSE: 1.013 RMSE: 1.088
Ace: 85.6% Ace: 78%% Ace: 8L.4% Aec: T0.0% Ace: 68.5% Ace: Br.4% Ace: 83.7%
Apas: 1.97 Apgs: 184 | Apge: 226 A 170 Agr: 244 Bt 275 Apas: 245
Nase Agi 113 A 145 Ag: Nall Apiids Api 148 Agii2 Agii2
VEREG Bs i Bsoi.0l Bp: Nal By iot By 101 By 101 By 0.98
)2 RN
(o=¥0, y=05, &=0.04) RFR OLSR (le=6E) FLSR SLE FOR
RMSE: 0.965 RMSE: 0.8 | RMSE: 1.001 RMSE: 1087 RMSE: 11 RMSE: 1.108 RMSE: 114
Ace: &7 5% Ace: BE.3% Ace: B8.8% Hce: B85 Ace: Br.2% Ace: BEE% Ace: BO.A%
Ao 214 Ao 2.08 Ao 216 Amgs: 221 A e 2.02 Ao 268 At 218
Noss Ao 118 Ap 118 Ap 118 Api 18 Ap 118 A MaN Aot
STAA By i By 101 By:d By:io2 By:1.02 By: NaN By 102
RN
OLSR SLR PLSR (e=¥0, =0, &=0.04) EFR (=9) POR
RMSE: 0.682 EMSE: 0722 | RMSE: 073 RMSE: 0.755 RMSE: 0.758 RMSE: 0785 RMSE: 0708
Acc: 88.68% Aee: B94% | Ace: §3.4% Ace: 83.4% Aee: TR Ace: TR Ace: TEE%
Aay: LBE Apgs: 196 | Amae: 142 gt 181 gy 158 gt 157 Apgs: 1.49
lNose Apoid Aj: Mall Ag: iz Agr1dd Api1dz Apo 142 Ap 148
MRS By i By: Nal By 1.0t By 000 By 101 By i By i
TN
(e=110, y=0.3, £=0.02) OLSR RFE PLER (ke=5) SLE PCGR
RMSE: 1.521 EMSE: 1.575 | RMSE: 1.474 RMSE: 1 545 RMSE: 1587 RMSE: 1508 RMSE: 1 649
Ace BT Aco: 5O 8% Ace: 85.2% foo: B81% Aco: 30.8% Ace: 50.9% Aco: 30.8%
Anae: 318 Apas: 322 | Amge: 388 Args: 285 Aomas: 321 A 428 Appus: 311
oHoss Apo i Ago1.22 Ap 1zs Apitos Ago 128 A MaN Ag 1.8
S By it Byid.0L Bpi103 Byii0d Byt By MalN Byi1.04
129 ENN
(2=00, y=0.00, &=0.04) OLSR RFE FLSR (ke=5) SLE. PCF.
RMSE: 0.518 EMSE: 09v2 | RMSE: 0.078 RMSE: 1.025 RMEE: 1.083 RMEE: 1.07 RMESE: 1108
Acc TE% Ace: 67 O% Ace: 62.3% Aec: BEER Aee: BLA% Acc: G69.4% Ace: BOA%
Aot 227 At 241 | Apgn: 181 gt 1.3 B 2.08 At 263 A’ 201
lNose Ay 1di Ap 14z Api142 Api 118 Ap 112 A Mall Ap 14
PGA By By i By d Byitot By By Mall Bsoi0l
139 RN
RFR FLSR FOR (o=4, =0, £=0.02) (k=7 OLSR. SLE
RMSE: 072 RMSE: 0807 | RMSE: 0.840 RMSE: 0885 RMEE: 0.034 RMSE: 1.014 RMEE: 1221
fco: 85.4% Ace: 82% Ace: TBA% Ace: T0.3% Ace: T8.5% Ace: T0.8% fco: B4%
Apas: 1.43 Apar: 1852 | Auew: 183 Aman: 177 Aman: 181 Aman: 211 Apiaz: 2485
aoMs Ap:1id Apar Apiddv Api 148 Api1ds Apidm Ap .28
VREG By 1.08 Byi1.02 Bpid Bid By l0z Byid0z Byid.0L
ENN B
(le=5) RFE. (e=20, ¥=0.8, £=0.04) R OLSE SLE
EMSE: 0.62 EMSE: 0.766 RMSE: 1.073 RMSE: 1.143 RMSE: 1.183 RMSE: 1.448 RMSE: 1535
Ace 867 Aee: AT Ace ¥02% Ace: B0 Aee: 60.9% Ace: B2.9% Aee: B3.6%
Avmae: 118 Anae: 1.49 A 2.07 Apegw: 218 A 212 Amae: 2.68 Aas: 297
aoms A id Apiidz Api1av Apiizt Ag: Nall Apidae Agi Nall
STAL Bj1.02 B 1.08 Bp 108 B By Nall By By Nall
ENH
(=) RFR FLSR (o=1, =0, £=01) FOR. OLER SLE
RMSE: 0.584 RMSE: 0.61 | RMSE: 0.674 RMSE: 0861 RMEE: 0.608 RMSE: 0.788 RMEE: 0043
Acc: 87.9% fee: 89.6% Ace: 85.8% Acc: 83.0% fee: 84.6% Ace: 825% Aee: 1%
Apnas: 1.04 Aoas: 117 A 1.25 A 18 At 13 s 1.45 Apas: 181
soms Ay 109 Ay 109 Api 111 Ap1d Az 112 Ap112 Az 118
MES By Byilol Byidol By 099 B 098 Brid02 By 0.98
ENN )2
(le=E) RFE. (e=10, y=0.8, £=0.02) PLSE PCF. OLSE SLE
RMSE: 1 RMSE: 1.059 RMSE: 1.28 RMSE: 1.35 RMESE: 1.487 RMSE: 1.737 RMSE: 2.088
Hoo: TZA% Acc: Td 4% Ace: B1.5% Acc: G4.8% Aco: B4.6% Ace: B21% Acc: 45 .6%
Apgr: 202 Apas: 228 Apge: 241 Apras: 25T Aar: 3.08 Apgr: 358 Apgr: 418
aoMs Api1id A 118 Api 118 Agp: Nall Ag: Nall A HalN Ag: Nall
TFT By:1.08 By: 1.05 By:1.08 By: Nall By: Nal By NaN By Nal
ETIT 29
RFE (k=€) POR. (e=7, y=09, £=01) PLSR OLSR SLR
RMSE: 0.655 RMSE: 0795 | RMSE: 0.052 RMEE: 0067 RMEE: 0.084 RMSE: 1.112 RMESE: 1 807
Ace: 85.4% Ace: T2.8% Ace: 83.4% Ace: B7.3% Ace: T0.4% Ace: B31% Ace: 81 3%
Apmag: 1.2 Appas: 180 | Aae: 171 Aoan: 1.88 Ao 17 Apan: 216 Apas: 257
aoMs Ay 108 Api1d Ay 112 Ay 11 Ag 11z Ao 114 Ag: Nall
POA Bpi101 By 1.0l By 099 By 103 By 101 By 102 Bj: Nall
KNH 28
PLSR POR EFE (ke=g) (=1, y=0.08, 2=0) OLSR
RMSE: 0.858 EMSE: 0676 | RMSE: 0.884 RMSE: 0.88 RMSE: 1.062 RMSE: 24 228
Acc: 85.3% Acc: 84.4% Acc: 83.4% Acc T5A% Acc: 89.7% Ao 23.8%
Amas: 158 Apaz: 137 | Aimge: 128 e 174 Ao 24 e TOEL
R Agiidz A 143 Apidd4 A 1A% Agidide Ag: Nall
VEEBG Byiioi Byot.02 By d By 050 Bj: 003 Bj: Nall
KN 134
PLSR. RFE POR (le=d) (e=1, y=08, £=00%) CLSR
RMSE: 0.885 EMSE: 0730 | RMSE: 0.780 RMSE: 0.657 RMSE: 1.107 RMSE: 152.078
Ace: 88.1% Ace: 882% Ace: TES% Hce: BZ3% Ace: 46.2% Ace: 11.8%
Apnas: 1.28 Apaw: 1.28 | Auew: 156 Arnar: 160 g 151 Bar: 47803
VM Api il Ag: 118 Api 114 Apiidr Ag 12 Ag: Nal
STaA By 099 Byod.01 By 103 Byii0d By 102 By NaN
ENT B
RFE FLSR FOR (k=11) (e=1, y=02, z=0) OLSR
EMSE: 0.408 EMSE: 0503 | RMSE: 0.563 RMSE: 0.682 EMSE: 0.780 RMSE: 48788
Acc: BY.E% Ace: 96 6% Ace: 93.2% Aee: SZER Ace: T4.9% Aee: 189%
Amas: 081 Az 008 | Amge: 1.08 Arngs: 1.28 Az 140 A 14858
M Ay 108 A 1.08 Apido9 Apiidt Apitdz Ap: Mal
MRS Byiioi By By 102 By L] B; MaM
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KHH R
PLSE. RFE. POR (le=5) (e=1, 7=0, £=0) OLSR
RMSE: 0.853 RMSE: 0904 | RMSE: 0.988 RMSE: 1.158 RMSE: 1726 RMSE: 152.542
Ace: B0.2% Acc: 68 9% Ace: T0.8% Ace: BO% Acc: 42.3% Ace: 11.3%
Ayt LBT Apgs: 176 At 2 Agr: 2.3 A 34 Bt AT
v Api143 Api 1.4 Api 148 Api1d9 Apidzy Ag: NaN
CFC By 101 By 102 By 108 By 108 By 005 By Nal
RN R
RFE PLSR PR (k=8) (e=1, =0, ==0) OLSR
RMSE: 0.584 EMSE: 0641 | RMSE: 0788 RMSE: 0.680 RMSE: 1109 RMSE: 134108
Ace: 85.5% Ace: 84 8% Ace: T Hce: B5.2% Ace: 41.1% Ace: 13%
Apnas: 114 Apas: 181 | Age: 1.54 Arnas: 183 Appas: 178 Apan: 42227
Vi Ay 0w Ag 107 Ap 109 Apitdz Ay 18 Ag: NalN
POA By By 0.58 By 101 By iot By 103 By HalN
ENHN B
(k=3 FLSR FOR (e=4, y=0, £=0.02) RFR. OLSR
RMSE: 0.643 RMSE: 0.852 | RMSE: 0.682 RMSE: 0.79 RMSE: 0.88 RMSE: 7.219
Acc: 86.1% Ace: 87 8% Ace: 85.3% Ace: TEL% Ace: 72.3% Ace: Z8.8%
Apgpt 15T A 144 | Ago: 1dd At 183 £t 1.2 Bt 173
HPLG Apid Ap 1l Api142 Aptdz A 143 A MaN
VEEBG Byi02 Bot0l By d Bpot0l By 102 B MaN
KN 29
(=8} PLSR. FOR (o=4, y=0.2, £=0.02) RFE OLSR
RMSE: 0.584 EMSE: 0570 | RMSE: 0.507 RMSE: 0731 RMESE: 0.748 RMSE: 8.3
Ace: BZE%R Ace: 88.8% Ace: 873% Ace: 82T Ace: 81.8% Ace: ZI%
Aman: 152 Apar: 1.24 | Auew: 127 Arnaz: 1.68 Aman: 188 Appas: 15.04
HELG Api 107 Az 1.08 Ap 109 Apo1d Apiid Ag: Nal
STA& Bpidi0z Byid.0L Bydol Byiio2 By l0z By Nal
ENTT B
PLSE. POR (k=3 (e=4, y=0.08, £=0.02) RFF. OLSR
EMSE: 0.466 EMSE: 0.460 | RMSE: 0.402 EMSE: 0.570 RMSE: 0.633 RMSE: 8778
Aec: 100% Ace: 998% Ace: BE.2% Ace: 80.1% Ace: 87.5% Ace: 33.2%
Aman: 085 Anaw: 087 | Amge: 1.07 Aoman: 1.26 B 12T Apgn: 7114
HELG Apidov Ap 107 Api o A 108 Api 108 Ap: Nal
MES Byiioi By By 101 By 101 By 101 Bj: NaN
ENW F
PLSR POR (k=8) (e=1, =05, £=0.02) RFE OLSR
RMSE: 0.824 RMSE: 0.838 | RMSE: 0.087 RMSE: 1.082 RMEE: 1.005 RMEE: 8.834
Ace: ¥8.1% Aee: TE9% Ace: T2E% Ace: BBET fee: 63.2% Aec: 22%,
Azt 1BT Apaw: 189 | Auew: 243 et 2.2 Aman: 282 Aman: 20.20
HPLG A1z Ap1d2 Api 111 Api 1B Az 115 4p: Nal
TFU Bpii01 Byid Bpid04 Byi103 By l0z By Nal
Jathot 12
(ke=2) FLSE FOR (e=4, y=0, £=0.02) EFF. OLSR
EMSE: 0.508 EMSE: 0561 | RMSE: 0.508 EMSE: 0.668 RMESE: 0.771 RMSE: 10782
Acc: 83.9% Aco: 92.6% Ace: 90.9% Acc: 8T.4% Acc: T9.5% Aco: 29.9%
Aan: 153 Araw: 129 | Amgn: 129 Amaw: 188 A 182 Ao 2556
HELG Ay 108 Ap 1.08 Api o A 107 Api 108 Agi Nall
POA By101 By i By: 1 By 1.02 By 101 By Nall
ENT =
RFE. FLSR (k=85) POR, (s=4, =0, £=002) OLSR
RMSE: 114 RMSE: 1.408 | RMSE: 1.5580 RMSE: 1 588 RMSE: 1.704 RMSE: 18708
Ace: B33% Aee: 47 A% Ace: 405% Aee: 3 AT Ace: 30.8% fes: 106%
Apas: 278 Apas: 512 | Age: 385 Apnas: 381 Apas: 28 Apon: 3058
FTIR Ap:118 Az 1.24 Ap 1oy Agpta8 Ayi131 Ag: Nall
VEBG Bp 108 By 1.02 By 111 By104 By 108 By Nall
jieii) e
RFR PLSR (k=8) FOR (o=4, 7=0, £=0.02) OLSR
RMSE: 0.684 RMSE: 0816 | RMSE: 0.994 RMSE: 1.051 RMSE: 1.082 RMSE: 9.561
Ace: BB.1% Acc: T 5% Ace: T1.5% Ao BEO% Acc: TO.T% Ace: 12.3%
Apnas: 185 Appas: 104 | Apge: 247 Arnas: 2.24 Aran: 28 Appus: 2241
FTIR Ay 108 A 1a2 Ay 143 Ay 115 Apiddr Ag: Nal
STAA Byii01 Byid Byi1.04 Byii2 B0z Bp: Nal
EITT 29
RFE PLSR (k=8) POR (e=1, =0, £=002) OLSR
RMSE: 0.608 RMSE: 0.v3 | RMSE: 0.839 RMSE: 0.855 RMSE: 0.911 RMESE: 10.18
Ace: BO.8% Ace: 84.1% Ace: T4.9% Hce: TL3% Ace: 3% Ace: 12.8%
Aay: 158 Age: 143 At 185 Apegr: 171 Amgg: 17 Apgr: 24.02
FTIR A 108 Ap:id Ay 112 Agp 118 Ayi114 4p: Nal
MES By By i By 103 Bpiot By 103 Bp: Nal
jieii) e
RFR FLSR (k=5 FOR (=1, y=0, £=0.02) oL
RMSE 117 EMSE: 1 585 | RMSE: 1.829 RMSE. 1.88 RMSE: 1.072 RMSE: 21 985
Ace: BT 5% Acc: 44 7% Ace: BL1% Aco 28.2% Acc: 18.8% Ace: B2%
A 510 Apaz: 375 | Amge: 48T e 5.54 Aan: BTL e 5241
FTIR Ap: 14 Ago1.22 Ap 1 A 1o Ag 15 Ag: Nall
COFC By 102 Byot.02 By 100 By 1.04 By 108 Bj: Nall
NN =8
RFE PLSR (k=5) POR. (e=1, 7=0, £=002) OLER
RMSE: 0.718 EMSE: 0.5 RMSE: 1.019 RMSE: 1147 RMSE: 1.288 RMSE: 10508
Acc: 86.6% Aee: 74.3% Ace: 6D5% Aec: BEE Ace: 60.3% Hec: 15%
Armant 2.08 Apran: 2.28 Apant 27 Aot 231 Anont 258 P 2551
FTIR Apiior Aprid Api1ad Api118 Api1i4 Aj: Wall
FCA By 101 By i By 104 EByiiol By 108 By: Nal
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Table 1: Ranking of machine methods by EMSE in first place and sccuracy in second
place
rank #1 Tank A2 Tonk £5 Tank #4 Tank #5 Tank £8 Tank #7
ENTN 139
(le=5) RFE. PLER SLE. (e=10, y=0, £=0.08) OLSR. PQR.
RMSE: 0.688 RMSE: 0.681 RMESE: 0.697 RMSE: 0.717 RMSE: 0.763 RMSE: 0.783 RMSE: 0.8
Ace: B1.5% Acc: 88.0% Ace: 83.8% Aec: SLA% Acc: 825% Acc: 7B.E% Acc: 78.4%
Agy: 1.26 A 121 Apras: 1.38 Apgr: 1,41 A 1.40 Apag: 147 Apgr: 153
HELG Ay 148 Ay 145 Ap 145 Apidd Ay 1ds A 17 Ay 1ds
VEEG By By i By 098 By 099 B i By 098 By i
ENN
(o=F, y=000, &=0.04) (ke=5) SLR RFR FOR. FLER OLSR
RMSE: 0.604 EMSE: 0672 RMSE: 0704 RMSE: 0.705 EMSE: 0.708 RMSE: 0724 RMSE: 0.7%
Ace: 887 Ace: 88.8% Ace: 84.1% Hce: 84.2% Ace: 88.3% Ace: 80.8% Ace 82.8%
A 1.28 A 182 A 14T A 127 Appus: 180 Anas: 130 Apae: 1.4
HELG A 1.08 Ag a1 Ap 14z Apodd2 Ag1dz Ag:idz Ap 115
STaA B;: 0.98 By i By 0.9 By d.0L Byl By 0.99 By: 0.98
ENT F
RFR (ke=4) (e=10, y=0.8, =0.04) PLER SLE. POR OLER
RMSE: 087 EMSE: 0.388 RMSE: 0402 RMSE: 0.418 RMSE: 0.42 RMSE: 0440 RMSE: 0.45!
Acc: 100%, Acc: 99E% Ace: BEE Hec: 9BER Ace: BT Acc: BB.E% Ace: B4.8%
gy 078 A 073 Angr: 0.02 Agr: 08 gt 0.88 A 0.8 gt 0.5
HPLG Ap: 108 Ay 1.08 Ayt Apo 107 Ap 108 Ag: 107 Apodor
MES By 1 By i EByiol By 098 By 0.00 Byt By 0.00
ENH
(k=5 RFR PLER POER SLR COLSR (e=110, y=t
RMSE: 0.543 RMSE: 0.56 RMSE: 0.807 RMSE.: 0.645 EMSE: 0665 RMSE: 07850 EMSE
Ace: BO.3% fce: 02% Ace: 88.5% Ace: 87 Aco: 86.4% Ace: TB.5% Ace
Amap: 1.08 Aomae: 1.14 e 1.27 A 156 Appus: 181 Anas: 151 -
HELG Apoid Agcid Ap1ad Apodd2 Ag1dz Ag: 118 As
TFU By 099 B l0z By 099 By 0.99 Byl By 0.98 By
ENHN 129
(ke=5) PCE, SLE EFE (e=10, y=03, £=0.02) FLSE. OLSE
RMSE: 0.587 EMSE: 0.848 RMESE: 08857 RMSE: 0.683 RMSE: 0.714 RMSE: 0788 RMSE: 0.75.
Ace: 88.1% Acc: 86.6% Aec: S5 Ao 84.4% Ace: 83.3% Acc: ET% Ace: 7D.3%
Agp: 118 L 1.23 Ang: 13 Lo 1,41 Logpt 1.45 Apgg: 146 Bt 142
HPLG A 10v Ay 1.08 Ap 108 Apo 108 A 108 Aj: 109 Apid
FoA Byiio01 By i By 099 Byod0t By By 009 By
139 ENIT
(o=7, y=008, &=0.02) (e=5) RFR FLER FGR. OLER
RMSE: 0.48 RMSE: 0502 RMEE: 0828 RMSE: 0.707 RMSE: 0.751 RMSE: 49 358
fco: 03.0% Aco: 05.2% Ace: 80.1% fco: S5.8% fco: 8% Ace: 23.6%
Apan: 111 Amae: 1.27 Apan: 1.49 Args: 161 Apas: 184 Armax: 10619
aoMs Agi 1.08 Ay 1.08 Apidad Api 113 Api1dd A Nal
VREG B d Byi1.02 Byidol Byid02 By l0z By Nall
129 ETN
(e=d, y=0, £=0.04) EFE (k=3) oR
RMSE: 0.621 EMSE: 0.665 RMSE: 0.678 RMSE: 0.775 EMSE: 0786 RMSE: 67588
Aee: 88.4% Acc: 851% Ace: 88.4% Aee: TR fee: T4.9% Ace 167%
Amaw: 137 Amgp: 1.48 Appaw: 172 e 156 Aae: 148 Aman: 15034
aoms Ay tos Apidd Apido9 Apidaz Apildz A Mal
STAL Byoto0t By 102 By 104 By 102 By 101 By Mall
F ENI
(o=d, y=0, £=0.02) (=53) RFER PLER FOR. OLER
RMSE: 0.428 RMSE: 0485 RMEE: 0468 RMSE: 0.57 RMSE: 0.604 RMSE: 62.271
Ace: 947% Acc: 95.9% Ace: 95.4% Acc: 921% fee: 89.9% Ace 23.4%
A 111 At 1.2 Apas: 147 A 151 A 147 Apnas: 12672
soms Ay 1o Ay 1.08 Az 108 Agoto7 Az 108 Ag: Mall
MES Bsid Byi1.02 Byidol By 1.01 Byl By Nall
ENH 4
(ke=3) (e=4, ¥=0, £=0.02) REE PCR
RMSE: 0.471 RMSE: 0.49 RMESE: 0511 RMSE: 0.589 RMSE: 0.613 RMSE: 50.188
Ace: 96% Ace: 94.1% Ace: 93.9% Ao D01% Ace: 90.1% Ace: ZT.6%
Agg: 101 Apgr: 118 Aprag: 1.08 g 155 Apge: 141 A 10851
aoMs Ay 108 Api 108 Az 108 Apiid Apiid A Nal
TFT By By 102 Byii0l By 102 By 101 By: NaN
39 ENT
(e=18, =08, &=0.02) (le=5) RFE. PLER POR OLSR
RMSE: 0561 RMSE: 0845 RMEE: 0658 RMSE: 0.785 RMSE: 0752 RMSE: 52 428
Ace: 02 3% Ace: 87% Ace: 85.3% Hce: 81.4% Ace: 70.5% Ace: 20%
A 1.88 At 1.8 Appas: 188 e 171 Apas 188 Apnas: 11082
aoMs Ap:1.08 Az 1.08 Ay 108 Ap 108 Az 108 A MalN
POA B i By 1.01 By 101 By 101 By 101 By Mal
28 KNN
RFE (e=80, =02, £=0.02) PLSR (k=%) SLR POR OLSR
RMSE: 0.867 RMSE: 0.507 RMSE: 0608 RMSE. 0.611 EMSE: 0655 RMSE: 087 RMSE: 0.87:
Acc B2E% Acc: 89.4% Acc: 92% Acc 851% Acc: 89.4% Acc: 883% Acc: 88.8%
Aman: 1.28 Bonge: 168 e 152 A 156 Apus: 188 Anas: 1.8 e 1.8
R Agiidz Api 142 Ay 143 Ap 143 Api 143 Ap: 115 A4
VEEBG Byi0z2 By 000 By 102 By 009 By 101 Bytol By 101
FT T
RFER PLSR (k=8) SLE OLSR POR (e=50, y=0
RMSE: 0.822 EMSE: 0.884 RMSE: 0867 RMSE: 0.613 EMSE: 0.924 RMSE: 0085 RMSE
Ace: 73% Ace: TEER Ace: T4.2% Hce: TEER Ace: T5.68% Ace: BZLE% Ace: 8
Amant 172 Amas: 2.08 Appas: 2.08 Bpgn: 268 Apas: 279 Apnes: 189 X
VM Ay 118 Ago 114 Ap: 118 Ay 118 Ag: 118 Ap 117 A
STaA Bpii01 By 1.02 Byid By .01 By i1 Btz By 0
ENN
RFE (k=% PLSR OLSR SLR POR (=70, 3=0
EMSE: 0.506 EMSE: 0.576 RMSE: 0576 RMSE: 0.562 EMSE: 0.602 EMSE: 0.606 RMSE
Ace: B41% Aec: 927% Ace: 91.2% Aee: 90.2% Ace: 88.6% Acc: B0.2% Moot @
Aman: 157 Ao 174 e 1.38 Apaa: 158 A 148 A 18 Arpus
M Api v Ay 1.08 Api 108 g8 Api 108 A 109 dpid
MRS Byiioi By 038 By 101 By Byt By By
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ENN 12
RFE. (le=7) PLSE (e=4, y=00, ==0.8) PCE. OLSR SLE
RMSE: 0.555 RMSE: 0.594 RMESE: 0597 RMESE: 0.607 RMSE: 0.627 RMSE: 0.698 RMSE: 0.89'
Ace: B2T% Ace: 91.5% Ace: 91% Moo 92% Ace: 90.9% Acc: 88% Ace: 83.9%
Amgg: 1.3 A 121 Apras: 1.32 Aprae: 131 Apas: 1.24 Aag: 208 Apgs: 1.8
v Apiid Agpi1dt Apidad A 142 Api iz A 142 A4
CFC By i By i By 101 By i By i By Lol By 1.0t
a2l
RFE (=50, =0, #=0.08) (e=8) PLER POR. SLE OLSR
RMSE: 0.743 RMSE: 0785 RMSE: 0783 RMSE: 0.804 RMSE: 084 RMSE: 0.84 RMSE: 0.88:
Ace: 88.7% Ace: 79.8% Ace: 80.3% Hce: TBAR Ace: 78T Hce: TEO% Ace: Tr 3%
Apnay: 178 Appas: 1.1 Appas: 1.81 Apgs: 106 Agn: 105 Arnas: 254 Apan: 2ET
Vi Ay 108 Apto8 Ap 109 Apo 109 Ao id Ap 1o Ao 108
POA Bpi101 B By 099 By 101 By 1ol Bpiot By 101
B ETN
RFE (o=, y=0.3, £=0.02) (k=0) FLSR POR OLSR
RMSE: 0.621 RMSE: 0.674 RMESE: 0,689 RMSE: 0.591 RMSE: 0.711 RMSE: 480254
Acc: BE% Aec: B8.7% Ace: 90.2% Aee: 84.4% Aee: 87.5% Aee: 204%
Apgpt 102 Ay 141 A’ 1.08 o 151 Ay 118 A 15644.91
Nose Aprii4 Ap 115 Ap1dg Ap 118 Aptde Ap: MaN
VEEBG Byiioi By 1.0t By 000 By By 101 Bj MaN
N
RFR FLSR POR (c=4, y=0, ==0.02) (k=3) OLSR
RMSE: 0.568 EMSE: 0625 RMSE: 0.828 EMSE: 0.984 EMSE: 1.004 RMSE: 3708 561
Ace: BZE% Ace: 80% Ace: T1.8% Hce: BO% Ace: B2.0% Hce: 1268%
Amaz: 1.03 Aprae: 1.28 Aoz 1.44 Amas: 187 Amazt 1.8 Armar: 1264254
Noss Apoid Apidd Ay 114 A idr Ag1d7 Ap: MaN
STaA Bpii01 Byid Bpidol By 101 B 098 By MaN
B ENN
RFE PLSR FOR (o=, y=0, £=0.02) (ke=3) OLSR
RMSE: 0.431 EMSE: 0.506 RMSE: 0577 EMSE: 0.646 EMSE: 0.640 EMSE: 2784 488
Ace: O7% Acc: 0d% Ace: 94.5% Ace: 86.3% Ace: 88.1% Aee Z87%
Aman: 089 A 118 Apngw: 12 Ammaw: 138 Amae 1.28 Anaq: 935398
eNose Apidov A 107 Apido9 Ap1.08 Agiid Agi Mal
MRS Byiioi By By Bpt By 102 B MaM
ENW
RFER (o=4, y=0, £=002) FCR FLER (=%} OLSR
RMSE: 0.854 RMEE: 0.888 RMEE: 0867 RMSE: 0.875 RMSE: 0755 RMSE: 8750 417
fee: 8% Ace: 88.1% Ace: 88.5% Ace: 85.2% fee: VE.8% Ace: 18%
Aman: 113 Apnan: 11 Apan: 141 Aman: 132 Amant 1.2 Armart 2287925
e A1z Ay 114 Ay 114 Apo118 Az 118 Ap: Mal
SF Bpidi0z By loz Bpidol By 101 By 094 By MalN
KNN
RFE PLSE FOR (le=2) (e=d, y=0, £=0.02) OLSE
EMSE: 0.564 EMSE: 0.654 RMSE: 0.837 RMSE: 0.908 RMSE: 0.513 RMSE: 43534 675
Ace: 90% Aco: 8T.8% Ace: T8.A% Ao TO.8% Acc: 88.8% Ao 13.2%
Apngn: 118 Amae: 1.29 Avnae: 1.68 Az 18 Avnaw: 1.68 Apngrn: 1471048
eNose Ay 106 Ay 1.08 Apiid Apddt Apiddz Ap: MaN
PaaA By 099 By i By d By 0.98 By By Nal
FNN =3
RFE (k=9) POE. PLER (=1, =05, £=0.02) OLEE
RMSE: 0.868 RMSE: 1.11 RMEE: 1 111 RMSE. 1128 RMSE: 1147 RMSE: 20.181
Ace: ¥3.3% fee: BT Aec: BT Aee: BBET Ace: B5.4% Aecc: 10.6%
Apnay: 185 A 211 Ay 218 Apaa: 271 Apas: 210 Apnas: B7.02
FTIR Ay 118 Aotz Ap1z1 Apoiot Atz Ap: Mall
VEBG B;104 B 108 By 102 By 102 B 102 By Mall
NN 28
RFR FLER (k=8) FCR (e=1, 1=0.8, ==0.02) OLER
RMSE: 0.694 EMSE: 0865 RMSE: 0.868 RMSE: 0.892 EMSE: 0935 RMSE: 23.418
Ace: 84.5% Ace: TEI% Ace: 79.6% Ao TrE% Ao 87% Aco: 15.7%
Apnas: 154 A 208 Appan: 218 Apga: 211 Apas: 1.88 Apnas 53.24
FTIR Apiid Ay 143 Ay 143 Apid14 A 148 Ap: Nall
STAA Byid By 1.01 Byi1.03 By d0t By 0.98 By Nall
BT 139
RFE. PLSR POR (k=6) (e=1, 7=08, ==0) OLSR
RMSE: 0.574 RMSE: 0.688 RMESE: 0.718 RMSE: 0.725 RMSE: 0.736 RMSE: 16.072
Ace: B0.5% Ace: 85.5% Ace: 88.2% Ace: 83% Aco. 88% Ace: 14.8%
Ayt 127 A 186 Aprag: 1.48 Byt 163 Apgs: 1.68 Apnae: 38.20
FTIR Ay 108 Apiid Ay 111 Apo 111 Ap 141 Ap: Mall
MES By By i By d By 101 By i Bp: Mall
ENN 133
RFE (k=2) FOR (e=1, y=0, £=0.02) FLSE
RMSE: 0.765 EMSE: 0.951 RMSE: 0958 RMSE: 0.98 EMSE: 1.042 RMSE: 19748
Ace: B01% Ace: 8% Ace: 82.6% Ace: G0.5% Acc: 64.4% Ace: 11.2%
Aman: 187 A 181 Appae: 1.07 A 182 A 245 Anas: 48.07
FTIR Ay 143 Az 118 Ap 118 Az 148 Az 118 Ap: Mal
COFC Byiioi By 1.08 By 101 Bod0l By 101 By Mall
KN =3
RFE PLSR (k=8) POR (e=4, 7=0.00, £=0.03) OLSER
RMSE: 0.802 EMSE: 0.828 RMSE: 0.851 RMSE: 0.848 RMSE: 0.88 RMSE: 12.788
Ace: 87.4% Acc: TEER Ace: 83.7% Aec: SZER Ace: 84% Aec: 14.4%
Amae: 1.4 Ao 2.03 Apras: 2.08 g 1,59 Aae: 194 Anae: 2979
FTIR Ay 108 Ay 1.08 Ap 100 Api1d Apoid Ap: Mall
FCA By i By i By 101 By By i By Nall
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Figure 1: Best machine learning method by RMSE
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Table 1: Ranking of machine methods by RMSE in first place and ascuracy in second

PhD Thesis

Athina I. Ropodi

place
rank #1 Tank £2 Tonk £5 rank #4 Tonk #5 Tank #6 Tank #7
129 ENIT
RFE (e=4, 7=08, 2=01) OLESR (k=11) PLSR SLR POR
RMSE: 0.648 RMSE: 0.725 RMESE: 0.773 RMSE: 0779 RMESE: 0.843 RMSE: 0.845 RMSE: 0.90
Aee: BO.4% Ace: 87.3% Ace: 82.8% Ace: 85.2% Acc: 81 5% Ace: ¥9.2% Aee: 70.2%
Apag: 172 Appan: 183 Apgr: 1.68 Azt 2 Apas: 208 Ayt 1.8 Azt 220
R Apiidz A 114 Apddx Ap: 148 Ag: Nall Api 148 Ag: NaN
VEEG Byi0z Br 1ol By Lol By 099 Bj: Nall By i Br HalN
KNI 3
RFE (le=5) (=7, =0, £=0.2) OLER FOR SLR PLER.
RMSE: 0.877 EMSE: 0.627 RMSE: 0701 RMSE: 1.018 RMSE: 1.04 EMSE: 1.087 RMSE: 1.11
Ace: 85.8% Hee: 85% Ace: T7.5% Ace: T41% Ace: T4.4% Ace: 73.9% Ace: BEL%
Aman: 147 A 1.8 Apue: 148 At 2EZ A B Bomas: 288 A B8
Vi Ay 108 Ap: 108 Apiid Ag: NalN A MaN Ag: Nall Ag: NalN
STAA By By: 0.89 By 101 By Nal By NaN By: Nall By: NaN
=8 ENT
(e=4, 7=0.00, &=0.1) EFR (=11} OLSR PLSR SLR POR
RMSE: 0.45 RMSE: 0.468 RMSE: 0.474 RMSE: 0.567 RMSE: 0.644 EMSE: 0.640 RMSE: 0.68
Ace: 95.6% Aee: 95.2% Ace: 96.9% Ace B2.9% A 91.4% Ace: 89.9% Acc: BOA%
gy 121 Apge: 1.27 Apge: 1.02 At 1dl Apas: 162 g 158 Azt L8
M Ay 108 Ap: 108 Ap 108 Ag: 109 Apiid Agrid Apridd
MRS By i By 0.88 By 101 By i By 0.8 By 008 By 000
TN
RFE (k=13) (e=19, y=0.03, £=0.06) OLSR POR PLSR SLR
RMSE: 0.860 EMSE: 0.947 EMSE: 1 095 RMSE: 1.250 RMSE: 1 286 EMSE: 1511 RMSE: 1 52
Ace: 84.7% Aco: 81 2% Ao T21% Ace: B2.0% Aco 71 8% Aco: B8.8% Hco: B0.8%
Aman: 2BT A 288 Anas: 2.88 e 51 Apae: 388 Bomas: 374 Apus: 5.48
Vi Apiidd g 148 Ap 118 Ag: NalN Ag: Nall Ag: Nall Ag: Nall
UFQ By Bp: 10l Beid By Nall Byi Nall Bp: Nall Byi Nall
ENN 19
RFE (le=8) (e=10, ¥=0.2, £=0.02) OLSE, PCF. FLSE, SLE
RMSE: 0.803 RMSE: 0.827 EMSE: 074 RMSE: 0.858 RMEE: 0083 EMSE: 0.985 RMSE: 0.08
Acc: 88,2% Ace: 88.3% Acc: B25% Ace YE.9% Aee 7EE% Aee: TRA% Ace: ¥2Z6%
Angpt 148 Dpget 1 Lppgg: 1.8 LAt 216 A’ 242 By 248 Aot 2ok
Wi A 108 Ap:tov Ap:1.08 Agridd Api 142 Api1dz Ap: MaN
FOA By Bptol Bpiioi By R By 008 Bj HaN
ENT 139
(ke=4) SLE (=850, 1=0, £=003) RFE. OLER FLSR FOR
RMSE: 0.587 RMSE: 0.708 RMSE: 0722 RMSE: 0.741 RMEE: 0741 RMSE: 0838 RMSE: 0.62
Ace: B0.2% Aco: 84.4% Aco: 83.7% Ace: 83 4% Aco 81 3% Ace: TE.4% Ace: T14%
Awnas: 158 Apas: 171 Anes: 1.87 At 1.92 ey 1.83 Snere: 185 Amas: 21
HELG Apiid g 14z Apiidt Agiidz Api 142 Api 148 Agiidr
VEEG Bpidi0z Bp: 10l Bri1.01 B0z Byt Byl Bpidi0z
ENHN 129
(e=4) (=7, 7=0.2, £=0.04) EFE SLR. PUR
EMSE: 0.617 EMSE: 0.674 RMSE: 0.683 EMSE: 0.768 RMSE: 0777 EMSE: 0.824 EMSE: 0.87
Ace: 89% Aec: 88% Acc: S5 Ace 81.4% fec 80.9% Aee: T Aee: ¥R
Aman: 168 A 1.78 Aegs: 17 A 155 Arae: 208 Aimar: 184 A 190
HELS Ay 108 Api .08 Apilo9 Al gl Apildz Apiidz
STaA By102 Bp:i0t By 101 Byi101 Bpotot By 101 Byi101
EWH 13
(=) RFR. (s=4, =008, «=0.02) SLE PLSR CLER FOR
RMSE: 0.484 RMSE: 0545 RMSE: 0.551 RMSE: 0.568 RMEE: 0507 RMSE: 0.801 RMSE: 0.6
Ace: B51% fes: 927% Arve: 52.8% Ace B1.6% Aee: 88.3% fee: 89.8% Ace: §7.9%
Apnas: 134 Apas: 1.48 Apnas: 1.5 At 152 Anan 1B Aoas: 182 A 147
HPLG Ay 107 gt Ap: 107 Ag: 108 Api 108 Az 108 Ay 109
MES Bpii01 Byid By i By Byid Bt Bpii01
KN
SLE OLSE. (k=4 (e=80, y=0.08, £=0.02) RFF. FLSE FOF.
RMSE: 0.774 RMSE: 0.78 RMESE: 0.785 RMSE: 0.799 RMESE: 0917 RMSE: 1.091 RMSE: 1.2
Ace: TBE% Aco: 808% Ace: 82.9% Ao BO.O% Moo T2i% Acc: 65.6% Hoo: BZT%
Agy: 192 Apgr: 1.8 Argr: 233 Apnar: 218 Apnaw: 2.2 Age: 258 Apgs: 278
HPLG Apididd Ayl Apiid Apiid Agi 142 Api 148 Agi1av
OFC Bs101 By i By 1.03 By 102 By 102 By 101 By:l.02
KN
(k=4 EFR (e=1, 7=0, £=0.04) SLE. OLSR PLSR P
RMSE: 0.807 RMSE: 0.705 RMSE: 0.718 RMSE: 0.768 RMEE: 0787 RMSE: 0855 RMSE: 0.87
Ace: B1.2% Ace: 847% Ace: 85% Ace: 821% Hee: 82% Ace: T5.3% Ace: 75.O%
Apnas: 198 Apas: 1.82 Apngs: 181 At 157 Apas: 208 Ao 2.02 A 208
HELG Ay 108 gt Ay 107 Ag: 108 g 108 Az 108 Apoid
POA Byi0z2 B tol Bpi02 By By i By 101 Bpii01
28 ENN
RFE FLSR (e=d, y=0, £=0.02) FPOR (k=17) OLSR
RMSE: 0.858 EMSE: 0654 RMSE: 0.751 RMSE: 0782 RMSE: 0.8 EMSE: 95855 109
Ace: BZO% Acc: 887% Ace: 87.2% Ace: ¥T.E% Acc: 83.1% Acc: ZD.4%
Aman: 1.42 A 157 Amgn: 1.89 e 1.7 g 2.04 Anae: 4404528
aoMs Apiid Ap: 113 Api143 Agi 148 Apiddx Agi Nall
VREG Byiioi By i By 103 By:102 By Bj: Nal
ENIT )29
RFER PLSR (ke=5) (e=1, y=03, £=0.02) PR OLSR
RMSE: 0.568 RMSE: 0.847 RMSE: 0.84 RMSE: 0.848 RMEE: 0.808 RMSE: 15428 148
Ace: 85.3% Ace: 87 0% Ace: TE.8% Ace 78% Ace: 88.8% Hce: 24%
Amant 1.39 Apas: 1.47 Appgn: 197 Bgr: 182 ey 178 At 594131
SEMS Ag: 108 A1l Ap: 118 Ap: 114 Ag: 118 Ap: Nal
STAL Bpid Bp:tol By 2101 By 1.02 By: Nall
ENIT
RFE FLSR (e=d, y=0, £=0.02) (k=% POR OLSR
EMSE: 0.388 EMSE: 0.504 EMSE: 0.543 EMSE: 0.570 RMSE: 0.617 EMSE: 4807 752
Acc: BE.2% Hec: DE% Acc: B33% Ace BZ1% Aec 905% Ace: 3BA%
Az 1 A 1.54 Amgn: 1.24 e 1.4 e 181 Anae: BLITEOT
aoMs Ay 106 Apidov Apilov Agid109 Apiid Api Nalt
MRS By By d By i Byid By otol By Nal
2
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KN 133
RFE FLSE. (=11} FPOR. (p=d, y=0, £=0.02) OLSE
RMSE: 0.66 RMSE: 0.82 RMESE: 1.033 RMSE: 1.048 RMSE: 1.06 RMSE: 9274.02%7
Aco: 89.8% Ace: 81.1% Acc: T4.8% Ace: 877% Acer T41% Hoc: 28.2%R
Apge: 1.88 Arge: 2.08 Angst 27 At 233 Ange: 301 g 410334
aoMs A id Api 114 Apdd% Agiide Apt 114 A MalN
GFG B0z By 101 By 101 By 102 By 101 By Nall
13 Jiacie
RFE PLSR (o=4, =005, «=0.02) (ke=5) PGE. OLSE
RMSE: 0.471 EMSE: 0.637 RMSE: 0.758 RMSE: 0775 RMSE: 0.904 EMSE: 5340 857
Ace: BBT% Heo! 8TR Ace: 82.2% Ace: 19.2% Ace: 70T Ace: 27 8%
Apnas: 1.08 Apnan: 1.4 Apnas: 17 Apnaa: 171 Apas: 101 Apnas 2362602
aoMs Ay 108 g 108 Ap: 108 Ag:i109 Al Ag: Nal
POA By By i Bp: 099 By Bpi 102 Bp: Nal
ENN B
RFE FLSR (k=1%) FPOR (=1, y=0, £=0.02) OLSE
RMSE: 1.097 RMSE: 1.383 RMSE: 1.452 RMSE: 1.477 RMSE: 1.498 RMSE: 20.463
Acc: 64.5% Aee: BOE% Ace: 43.9% Ace d5.2% Ace: 41.8% Acer 11.1%
Ayt 288 At 3 Ao 342 Aot 342 B’ 337 Aot 52,03
FTIR A8 Ap:1.24 Ap 128 Ag: 1o Ap: 126 Ap: Mall
VEBG Byi02 By 102 By 108 By 108 By Bj: Hall
BN )29
RFE FPLSE (k=10) (e=4, =08, £=0.02) POR OLSR
RIMSE: 0.838 RMSE: 0792 RMSE: 0.80 RMSE: 0.987 RMESE: 1.082 RMSE: 9.808
Ace: 85.0% Ace: 81 8% Ace: TE.8% Ace: B2.8% Ace: 880% Ace: 187%
Apnan: 178 Aani 212 Appgn: 2.45 A 2.02 Aan: 248 Araan: 2618
FTIR Ay 109 Aol Ag: 115 Ag: 116 Api 148 Ag: Nall
STaA By Bp: 10l By 103 By 099 Byl 1.03 Byi Nall
ENN 129
RFE FLSR (k=11) (e=d, =08, £=0.02) POR OLSR
EMSE: 0.550 EMSE: 0.682 RMSE: 0.788 RMSE: 0.708 RMSE: 0517 EMSE: 10322
Acc: BZ3% Aee: 867% Ace: 78.2% Acer 71.9% Acer 734% Acer 14.7%
Aman: 137 Anaw: 1.8 Ao 1.54 Ayt 1.59 Ammaw: 168 B 26.01
FTIR Ay 108 Agiid Api il Agiddz Api 142 Agi Nall
MES By By tol By 102 By By otol By Hall
13 NN
RFE FPLSE (e=1, 7=0.08, ==0.02) (k=12) POR OLSR
RMSE: 1.843 RMSE: 1.808 RMSE: 1.837 RMSE: 1.838 RMESE: 1 860 RMSE: 20 401
Ace: B41% fee: 36.8% Acc: 403% Ave: 28.8% Acer 29.3% Ace 8.0%
Apnon: 385 st 4.28 Apnas: 395 Aimaz: 38 Aman: 380 Apraa: BE.5T
FTIR Ayiiim gt Ap:128 Ag:129 Api 13 Ap: Mall
s3] Bpii01 By 1.03 Byid By 108 Byl 1.05 Bpi Nall
KNI 8
RFE FLSE (k=10 (e=4, =08, £=0.02) PCF. OLSR
RMSE: 0.628 EMSE: 0.536 RMSE: 0.989 RMSE: 1.027 RMSE: 1.086 EMSE: 7.857
Acc: 88.5% Hoo: TE% Ace: 89.4% Ace: B0.8% Acc: B02% Acc: 165%
Aman: 182 A 2.00 Aonan: 238 Appae: 21 Ammaw: 282 Anan: ZLET
FTIR Ay 106 g 108 Api il Agiddz Api 142 Agi Nall
PGA By By i By 102 By i By ol By Nall
3
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AIR Packaging Stored Under 4°C

240hrs
AIR Packaging Stored Under 10°C

96 hrs 240hrs
MAP Packaging Stored Under 10°C

Ohrs 48 hrs 96hrs
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Backsround: Food quality, safety and authenticity are important issues for consumers, governments, as
well as the food industry. In the last decade, several researchers have attempted to go beyond traditional
microbiological, DNA-based and other methods using rapid techniques. This broad term involves a va-
riety of sensors such as hyperspectral and multispectral imaging, vibrational spectroscopy, as well as
biomimetic receptors.

Scape and approach: The resulting data acquired from the above-mentioned sensors require the appli-
cation of various case-specific data analysis methods for the purpose of simple understanding and
visualization of the acguired high-dimensional datset, but also for classification and prediction
purposes.

Kev findings and conclusions: 1t is evident that rapid technigues coupled with data analysis methods have
given promising results in several food products with various sensors. Additionally there are several
applications, new sensors and new algorithms that remain to be explored and validated in the future.

2016 Elsevier Lid. All rights reserved.

1. Introduction

At the dawn of the 21st century in an environment of tremen-
dous technological progress and evolution of consumer life-styles,
but also of economic problems, the European food industry is
called to operate under seemingly contradictory market demands.
While in general highly advanced technelogies are rapidly being
accepted and absorbed,. the position of consumers with regard to
their expectations for food products is often ambivalent. They seek
food products of enhanced sensory quality, increased functional
and nutritional properties combined with a traditional, wholesome
image, as well as guaranteed safety but yet inexpensive foods with
less processing, fewer additives and “technological” interventions.
At the same time they expect extended shelflife and convenience in
preparation and use.

To remedy this, the food industry and other stakeholders (e.g.
Authorities from USA, EU and elsewhere, retailers) need to support
development and application of effective quality and safety
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assurance systems based on controlling, monitoring, and recording
the critical parameters throughout the food chain. This cannot be
implemented with conventional microbiology (e.g. colony counting
methods) or molecular based techniques that are considered more
reliable and accurate (Velusamy, Arshak, Korostynska, Oliwa, &
Adley, 2010}, The fact that both are time-consuming, destructive
and require highly trained personnel limits their potential to be
used on-, in- or at-line (Nychas, Skandamis, Tassou, &
Koutsoumanis, 2008; Papadopoulou, Fanagou, Tassou, & Nychas,
2011). Furthermore, in the case of molecular tools, results may be
misleading, as these techniques are focused so far on pathogenic
rather than specific groups of the microbial association which
contributes to spoilage and depends on storage and packaging
conditions (Droulgeraki, Ercolini, Villani, & Nychas, 2012). This
molecular approach is also costly, as high-tech instruments are
required. In addition, due to the complexity of molecular tech-
niques, the number of verified samplesfmeasurements in many
cases is severely limited. Therefore, efforts have been made to
replace both conventional and molecular microbiological analyses
with detection of biochemical changes occurring in food that could
be used to assess food spoilage or safety.

Recently, some promising analytical approaches are being
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forwarded for the rapid and quantitative monitoring of food qual-
ityfsafety. These approaches are based on (i} arrays of biomimetic
sensors, (ii} vibrational spectroscopy [Fourier transform infrared
-FT-IR, Raman} and (iii} surface chemistry (hyper/multispectral
imaging} (Argyri, Panagou, & Nychas, 2014; Kamruzzaman, Maniko,
& Oshita, 2014; Loutfi, Coradeschi, Mani, Shankar, & Rayappan,
2015; Nunes, 2014; Qin, Chao, Kim, Lu, & Burks, 2013; Sun, 2009;
Teena, Manickavasagan, Mothershaw, El Hadi, & Jayas, 2013;
Velusamy et al., 2010; Xiong, Sun, Zeng, & Xie, 2014). The usage
of these sensors is based mainly on the principle that by-products
of either metabolic activity of microorganisms, andfor the prod-
uct's history itself and its origin display different biochemical
profiles resulting in a characteristic sensor fingerprint that could be
used for quality/safety evaluation (Ellis & Goodacre, 2001; Nychas
et al., 2008). Besides, these techniques have several advantages
compared to traditional methods since they are direct and non-
invasive, require a minimum amount of sample or can be used on
line. However, the enormous amount of data generated by this
technology is very difficult to interpret. Indeed, although these
rapid techniques are either non-invasive or require a minimum
amount of sample, the acquired data are more complex and their
analysis demands a multi-disciplinary approach. Depending on the
type of sensor and data complexity, analysis involves disciplines
such as computer vision/image processing, signal processing, sta-
tistical analysis/{chemometrics, machine learning, computational
intelligence techniques, ete. (Goodacre, 2003; Haraliclk & Shapiro,
1991; Hastie, Tibshirani, & Friedman, 2009; Liu, Wang, Wang, &
Li, 2013; Loutfi et al., 2015; Marini, 2009; Nunes, 2014; Cliveri &
Daowney, 2012).

There are currently some reviews available on rapid methods
applied in food commodities; however, they usually focus on a
specific instrument, type of food, and application or data analysis
methodology (Cheng & Sun, 2014; Cozzolino, Roumeliotis, &
Eglinton, 2014; Domingo, Tirelli, Nunes, Guerreiro, & Pinto, 2014;
Duchesne, Liu, & MacGregor, 2012; Kamruzzaman, Makino, &
Oshita, 2015; Loutfi et al,, 2015; Marini, 2009; Sankaran, Khot, &
Panigrahi, 2012; Teena et al., 2013; Woodcock, O'Donnell, &
Downey, 2008; Zhang et al., 2014}. This article will focus on (1}
data mining and data analysis derived from non-destructive, non-
invasive instruments reported in the literature in recent years,
regardless of sensor, food type and application, and (2} the aspects
related to the implementation of these techniques to the food in-
dustry and other stakeholders, such as food managers who are not
familiar with these approaches.

2. Insoumental techniques and resulting data

Data mining and data analysis from sensors, based on spec-
troscopy, hyperspectral andfor multispectral imaging, has been
included in this review and the basic principles of each type of
sensor and resulting data will be described briefly in this section.

2.1. Vibrational spectroscopy

Vibrational Spectroscopy (VS) is a collective term used to describe
two analytical techniques  infrared and Raman spectroscopy.
Infrared (IR} and Raman spectroscopy are non-destructive, non-
invasive tools that provide information about the molecular
composition, structure and interactions within a sample. These
techniques measure vibrational energy levels, which are associated
with the chemical bonds in the sample. The sample spectrum is
characteristic, like a fingerprint, and vibrational spectroscopy is
used for identification, characterization, structure elucidation, re-
action monitoring, quality control, and quality assurance. Infrared
and Raman spectroscopy provide complementary information
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about molecular structure. It is important to stress that IR and
Raman spectroscopy have found a wide variety of applications in
food quality analysis. In the case of IR, several studies have been
applied in the evaluation of food spoilage, including animal origin
foods such as meat, milk and cheese, as well as plant origin foods
like wheat, fruit spirits and beer [Argyri et al, 2014; Damez &
Clerjon, 2013). On the other hand, the studies reported for evalu-
ating food spoilage through the use of Raman spectroscopy are
rather limited, including food products such as meat and millc

The resulting data for both types of spectroscopy are two
dimensional, i.e. spectra consisting of a wavenumber and the value
of the measured parameter. Fourier Transformation (FI-IR spec-
troscopy } may be used before exploiting the spectra. In Fig. 1(a} and
[b}, examples of FT-IR and Raman spectra of minced beef samples
are presented, where for a specific wavenumber a single value of
absorbance and intensity is acquired. Several methods for pre-
processing before data analysis, and their combinations, have
been proposed, as they are affected by noise and sometimes display
baseline and scatter effects (Engel et al., 2013; Jarvis & Goodacre,
2005}, While pre-processing methods tend to be case-specific,
some of these methods include first or second derivatives,
Wavelet Transform (WT), detrending, Multiplicative Scatter
Correction (MSC} or its extended form (EMSC), and Standard
Normal Variate (SNV} transformation [Argyri et al, 2014; Engel
et al., 2013; Jarvis & Goodacre, 2005). In the available literature,
usually one or more pre-processing methods are applied and
-depending on the application-different methods provide different
results (Biancolillo, Bucel, Magri, Magri, & Marini, 2014; Coppa
et al,, 2014). Lastly, a genetic algorithm was employed in order to
decide the appropriate method or combination of methods for FT-
IR spectra pretreatment [Jarvis & Goodacre, 2005).

2.2. Multispectral (MSI) and hyperspectral imaging (HSI)

Hyperspectral and Multispectral imaging (HSI ~ MSI) is a tech-
nique with which both spectral and spatial information from
chemical targets can be obtained. This chemical imaging technique
combines Vibrational spectroscopy, and Computer vision. The former
technology is an optical technology that depends on the interaction
between incident light and molecules in matter. As spectrometers
analyze only a small portion of the food sample (therefore, the
spectra, strictly speaking, are sometimes not representative of the
whole sample), technologies that take into account the whole
sample or a large part of it may provide more representative and
detailed measurements. In order to obtain spatial information,
another technelogy, namely, Compurer Vision is available. This
discipline imitates the principle of human vision, using three bands
[red, green and blue} to acquire the characteristics of objects.
Working in the visible range, the features obtained by computer
vision include shape, color, size, and texture. However, only occa-
sionally is this method reported to be sufficient for detecting
chemical and biological parameters. Both spectroscopy and com-
puter vision techniques have found a wide range of applications in
the food industry. However, both techniques have their own dis-
advantages. The merits in spectroscopy and computer vision are
both combined in hyperspectral imaging, which can also be used to
generate chemical maps to show distributions of parameters of in-
terest. However, the rich information in hyperspectral imaging also
results in difficulties in data processing, which makes it hard for
industrial online applications. To overcome this problem, a
simplified version called multispectral tmaging (MSI} is available.
The difference between the two lies only in the number of bands
involved. For HSL, there are normally more than 100 bands, while
for MSI, it is usually less than 20. The success of MSI deeply relies on
the efficiency of HSI for providing the important wavelengths. In
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Fig. 1. Typical FT-IR and Raman spectra of minced beef samples.

hyperspectral imaging, several choices can be taken to carry out the
detection work. These options involve near-infrared HSI, fluores-
cence HSI, as well as Raman HSI, which provide great flexibility in
finding solutions for all sorts of detection problems. In other words,
the versatility of hyperspectral imaging has built up its wide ap-
plications in food inspection. Several review papers have been
published regarding the applicability of hyperspectral imaging in
different aspects of food quality and safety (Gowen, Feng, Gaston, &
Valdramidis, 2015; Liu, Zeng, & Sun, 2015).

The data captured is a three-dimensional (3D} image cube,
providing both spatial and spectral information, as shown in Fg. 2.
“Spatial” information implies pixel intensity when choosing a
specific wavelength and “spectral” information is each pixel's in-
tensity at different bands. It is evident that this type of data is
extremely informative, but also very complex. Furthermore, not
only are they susceptible to noise and other artifacts, but in the case
of HSI the spectral bands are highly collinear and have redundant
information. Therefore, an image-processing step on the spectral
and spatial level is necessary for analysis. Pre-processing involves
removal of noise, blur and geometric distortions, radiometrics,
spectral axis calibrations, etc. Noise in the spectra may be decreased
using median filtering and Savitzky Golay (SG) smoothing, which
can also be applied in the spatial domain. Also, techniques
mentioned in section 2.1 may be used to overcome unwanted
spectral variation due to the natural morphology of food samples
andfor non-uniform lighting (Gowen et al., 2015; Kamruzzaman,
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Spatial
dimension

Fig. 2. Bxample of multispectral image hypercube of minced meat presentation of
spatial vs. spectral dimensions.
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Barbin, ElMasry, Sun, & Allen, 2012). Additionally, an image seg-
mentation step may be necessary in order to remove unwanted
areas of an image, e.g. to remove image background and select a
region of interest (ROI} (Teena et al., 2013}. From then on, basic
features are extracted for further analysis, using simple statistical
measures, e.g. mean pixel intensity per wavelength [Panagou,
Papadopoulou, Carstensen, & Nychas, 2014; Ropodi, Pavlidis,
Mohareb, Panagou, & Nychas, 2015}, or more complex data, such
as textural characteristics (Duchesne et al, 2012; Haralick,
Shanmugam, & Dinstein, 1973).

2.3. Biemimetic sensors

While trained sensory panels are commonly employed in
quality evaluation, this approach has some drawbacks, including
discrepancy that might occur due to human fatigue or stress.
Furthermore, sensory panels can be expensive and cannot be used
for large-scale monitoring. A solution can be found in biomimetic
systems, which are nature inspired arrays of sensors designed to
mimic the olfactory and gustatory systems of humans, called
electronic nose [e-nose} and e-tongue, respectively (Ghasemi-
Varnamkhasti, Mohtasebi, & Siadat, 2010}.

Recognition of odor in humans occurs when there is a chemical
interaction between volatile odor compounds and receptors in the
nasal cavity and the signals are then transferred to the brain
through neurons. In accordance to this principle, the chemical
sensors of an e-nose resemble the primary neurons with different
sensitivity to different odors. Chemical interaction between odor
compounds and the sensors, give rise to electrical signals recorded
by the instrument. Based on the same idea, tastes are sensed from
different, discrete regions on the tongue including specific re-
ceptors. E-tongue isan analytical tool consisting of an array of non-
specific, low selective chemical sensors with partial specificity
(cross-sensitivity} to different components in a solution (Ghasemi-
Varnamlhasti et al,, 2010; Loutfi et al,, 2015).

Unlike traditional analytical methods, biomimetic sensor arrays
do not obtain information on the nature of the compounds under
consideration, but only present a digital fingerprint of the food
material, meaning the signals from the individual sensors involved
in the system show a pattern which is thereafter, analyzed by data
analysis tools. Nowadays, e-noses are more often used in food sci-
ence compared to e-tongues. A variety of different sensor types
have been developed, to which three types of materials are
commonly used: metal oxides, conducting polymers composites
and intrinsically conducting polymers. However, these sensors also
present a number of shortcomings that have to be taken into ac-
count during data analysis, including the stability of sensor
behavior meaning the reproducibility of a sensor response, sensor
drift, sensitivity and selectivity. Regardless of these drawbacks,
various applications have been presented in milk, fish, meat, tea
and coffee as well as fruit concerning freshness, shelf-life, ripeness,
quality grading ete. (Baletto & Wilson, 2015; Baldwin, Bai, Plotto, &
Dea, 2011; Loutfi et al,, 2015; Wilson & Baietto, 2009; Wilson, 2013},

3. Chemomeitrics, machine learning & evolutionary
computational methods

Acquiring data from one or more of the previously introduced
sensors results in multivariate datasets, i.e. a large number of var-
iables (x-data}connected to an observed value or category (y-data}.
Therefore, the resulting datasets display high complexity and are
obviously difficult to inspect and visualize. Chemometrics, machine
learning and evolutionary computational methods contribute in
visualization, dimensionality reduction and presentation of each
variable's contribution to the final result. Chemometrics is the
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science of extracting information from chemical systems by data-
driven means and it was developed as consequence of the com-
puter application in chemistry while an actual definition of che-
mometrics is “the chemical discipline that uses mathematical and
statistical methods, to (i} design or select optimal measurement
procedures and experiments, and (i) provide maximum chemical
information by analyzing chemical or signal data generated by
modern analytical instrumentation” (Ctto, 2007},

Since the use of computers, either personal or those linked with
analytical instruments, by scientists was inevitable, it provided a
new dimension for the acquisition, processing and interpretation of
[chemical} data derived from the continuously developed instru-
mentation. In fact, this data flood is another yet reason, that
analytical chemists in particular develop applications of chemo-
metric methods. As a consequence, the necessity emerges for a
deeper understanding of those methods. It should be noted that the
education in mathematics and statisties in most academic disci-
plines is usually unsatisfactory mainly due to lack of practice.
Therefore, one of the initial aims of chemometrics was to make
complicated mathematical methods practicable. Meamwhile, the
commercialized statistical and numerical software simplifies this
process, so that all important chemometric methods can be taught
in appropriate computer demonstrations (Brereton, 2014}, In gen-
eral, chemometrics is a highly interfacial discipline, using methods
frequently employed in core data-analytic disciplines, such as
multivariate statistics, applied mathematics, and computer science,
to address problems not only in chemistry, but also to biochemistry,
medicine, biology, chemical engineering and  in this case-food
science,

Machine learning is the scientific discipline that concentrates on
the development and application of algorithms that are designed to
“learn” from data. Specifically, in machine learning example inputs
are used to construct a model in order to malce predictions andfor
decisions (Kohavi & Provost, 1998} As such, it is a subfield of
computer science, employing a range of computing tasks that can
2o far beyond explicit programming and overlaps with computa-
tional intelligence. Furthermore, it is connected with fields such as
statistics and mathematics, which provide a major part of the
theory behind the constructed models. It is also a great tool for
exploratory data analysis and has been the basis of various appli-
cationsfsubfields, e.g. computer vision and optical character
recognition {OCR}.

Evolutionary computation is another subfield of computational
intelligence inwhich the main focus of the applied algorithms is the
development of an optimization process though an iterative pro-
cedure based on the idea of evolution and natural genetics. In
detail, its algorithms deal with the iterative growth of a population
inspired by the mechanisms of evolution and a careful selection
process. The procedure is repeated numerous times based on
stopping criteria. Evolutionary computation, while computation-
ally expensive, provides highly optimized processes and has many
applications in diverse fields, including food science. Some of these
algorithms include genetic algorithms (GAs), evolution strategies,
evolutionary programming, and genetic programming (GP) (Argyri
et al, 2013).

All chemometric methods can be included in two major cate-
gories of learning techniques, supervised and unsupervised. Rein-
forcement learning is another new category where the model
interacts in the context of the dynamic environment and improves
its performance based on goal without explicitly “knowing” if the
goal is achieved (Sutton & Barto, 1998). However, this approach has
not been used in the food industry vet and thus will not be dis-
cussed. Unsupervised learning is based on cluster analysis (Everitt,
Landau, Leese, & Stahl, 2011} and focuses on finding how similar is
one sample to another. On the other hand, supervised learning

217



“Determination of minced meat quality using machine learning”

AL Ropodi et db. / Trends tn Food Science & Technology 50 (2016} 11 25 15

methods try to model andfor map the input variables (x-data)
based on the output (y-data) (Goodacre, 2003). Whereas unsu-
pervised techniques focus mostly in grouping samples/distinguish
objects and populations unrelated to the target output, supervised
techniques -both qualitative and quantitative-tend to work well, as
they take into account the actual knowledge of the target output.
The downside to the latter techniques is that they tend to be more
complex, as one or more parameters have to be adjusted based on
metrics such as the Root Mean Squared Error (RMSE). This proce-
dure is called calibration or training and may be simple or highly
complicated depending on the method. The resulting model can be
used to predict the category or the output value of a new sample.

3.1. Unsupervised methods

Among the unsupervised methods, Hierarchical Cluster Analysis
(HCA} and Principal Component Analysis (PCA} have been exten-
sively used in food applications (Argyri et al., 2014; Everitt et al.,
2011; Jolliffe, 2002}. In HCA, the distance (Euclidean or other} be-
tween objects (samples) is calculated and is further processed with
an agglomerative distance algorithm in order to construct a
dendrogram that combines the samples according to their simi-
larities to each other (Everitt et al., 2011). On the other hand, PCA is
a widely used method that enables a significant reduction of
dimensionality while at the same time choosing uncorrelated var-
iables (called Principal Components PCs} explaining most of the
variance in the dataset. The main advantage of this method is that it
can “translate” a multivariate dataset into a dataset of a few Prin-
cipal Components and therefore help visualize the samples, e.g.
PCA scores plot groups samples based on their similarities or dis-
similarities usually using a 2D or 3D projection of the samples.
Because of this ability, PCA is usually the first analysis performed
when presented with this type of data. Furthermore, it can be used
in outlier detection and highlighting important features to be used
for further analysis, a process known as variable selection (Argyri
et al.,, 2014; Goodacre, 2003}, In Fig. 3, PCA is performed on the
MSI data from samples of minced beef adulterated with pork
(Ropodi et al., 2015}, where samples named with *0” correspond to
pure pork, all other categories correspond to the percentage (ww})
of beef in the mix and consequently “100” refers to pure beef
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Fig. 3. PCA scores for minced beef samples adulterated with porl based on MSI data.

Samples named swith “0" correspend to pure porl, all other categeries correspeond to
the percentage of beel in the mix and consequently “100" refers to pure beel samples,
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samples. It is evident that PCA manages to visualize a multivariate
dataset (a total of 36 variables in this case) in a 2-D score plot,
showing a good discrimination among samples with different
levels of adulteration along the axis of the first PC (PC1}.

3.2. Supervised methods

Depending on the nature of the problem there are discriminant
and regression algorithms for qualitative and quantitative ap-
proaches, respectively. Discriminant Function Analysis (DFA} or
Canonical Variate Analysis (CVA} is a cluster analysis based method
that is used to classify individuals into two or more predetermined
oroups. It can be considered as a posterior procedure of multivar-
late analysis of varlance (Berrueta, Alonso-Salees, & Heéberger,
2007}. Linear regression methods are extensively used in food ap-
plications, as they are relatively easy to apply. These methods
include Multiple Linear Regression {(MLR}, Principal Component
Regression (PCR} and Partial Least Squares Regression (PLSR}
(Goodacre, 2003). MLR is the simplest form of linear regression,
based on least squares. However, it does not do well with colin-
earity. PLSR (de Jong, 1993; Wold, Sjostrom, & Eriksson, 2001}, like
PCR, is a linear method in the sense that the new components are
linear combinations of the original variables (Boulesteix &
Strimmer, 2007}, While PCR uses PCA to extract the new compo-
nents (principal components-PCs}, PLSR projects both observed
and predicted values in a feature space and a linear regression
model is established. PLS can be combined with various variable
selection algorithms and several of its variations have been modi-
fied to accomimodate interval selection methodologies, e.g. interval
partial least squares (iPLS}, windows PLS and iterative PLS (Xizaobo,
Jiewen, Povey, Holmes, & Hanpin, 2010). Furthermore, coupled
with Linear Discriminant Analysis (LDA), it can be extended to PLS-
DA for classification purposes (Barler & Rayens, 2003}.

3.3. Machine learning/evolutionary computation

While the abovementioned methods have received great
attention, lately methods based on more complicated algorithms
involving machine learning and computational intelligence have
been introduced. These terms apply to heterogeneous algorithms,
such as neural networks, fuzzy systems, rough set, evolutionary
computation, swarm intelligence, probabilistic reasoning, multi-
agent systems, ete. Very common computational intelligence
methodologies found in research articles and reviews are Artificial
Neural Networks (ANNs}), Support Vector Machines {SVMs} and
evolutionary-based algorithms, including Genetic Algorithms [GAs})
and Genetic Programming [GP}. The latter algorithms are used for
optimization purposes.

ANNSs are inspired from the biological paradigms of the human
brain and the function of neurons. Depending on the type of
network they can be used for both classification and regression
purposes. The building block of every neural network is a neuron
that has a number of inputs. Each of these inputs is multiplied by a
connection weight and in the simplest case, these products are
simply added together, fed through a transfer function to generate
an output. The transfer functions that are commonly supported are
sigmoid, sine, etc. As there are various ways that these neurons can
be clustered together, understanding of the diverse networlk to-
pologies, learning rules, transfer functions, summation functions is
very important (Sumathi & Surelcha, 2010}, The most commonly
applied ANNs are Multilayer Perceptrons (MLPs) and Radial Basis
Function (RBF}.

SVMSs (Cortes & Vapnik, 1995) map the original data points from
the input space into a higher dimensional feature space using a
kernel function, in order to construct a maximal separating hyper-
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plane (SPF}. While there are various choices for the kernel functions,
namely linear, polynomial, sigmeid, and radial basis function [RBEF},
RBF is among the most common kernel functions. There are also
SVM regression [SVYM-R} models for value estimation purposes
(Balabin & Lomalkina, 2011}). For a given regression problem, the
goal of SVM is to find the optimal hyper-plane from which the
distance to all the data points is minimum. The performance of
SVMs depends on several factors including the kernel function type
and its corresponding hyperparameter(s}. The optimization of
these parameters can be complex and computationally intensive.
Lastly, the evolutionary-based algorithms are iterative processes
resembling growth or development in a population. The optimal
solution is then obtained using parallel processing among the
population. GAs use Darwin's “survival of the fittest” strategy and
reproduction operators to select the optimal set of features or pa-
rameters. However, GAs do not really solve any problem. A given GA
can be used for feature selection andjor the optimal adjustment of
parameters, but these features or parameters are evaluated by a
predetermined function, e.g. using a PLS method (Luke, 2003}

3.4. Model calibration, parameter estimation and validation

Supervised -both qualitative and quantitative-techniques take
the actual response (y-data) into consideration. At the same time,
however, these techniques are more complex as a number of pa-
rameters -depending on the method-have to be estimated by the
data analyst. Specifically, in the case of PCR and PLSR the optimum
number of components has to be decided and used for regression. A
simple criterion could be the percentage of variance explained
especially in the case of principal components. The decision is
usually based on simple criteria, such as minimizing the Mean
Squared Error (MSE} or Root Mean Squared Error (RVISE} which are
based on the residual values (Residual = observed  estimated
value}. Regression is performed for a range of different number of
components and the decision is made based on the chosen crite-
rion. Similarly,in the case of PLS-DA and other qualitative methods,
criteria such as correct classification, sensitivity, specificity and F-
score can be applied [Sokolova & Lapalme, 2009}

While the same criteria can be used for model validation, the
appropriate validation strategy may vary depending on the actual
dataset, its size, distribution of samples or possible stratification
based on background information. Specifically, a model based on a
small number or samples is very sensitive to random results
(Nunes, Alvarenga, de Souza Sant'Ana, de Sousa Santos, & Granato,
2015}). According to Westad and Marini (2015}, while it is encour-
aged to further validate models using a test set, occasionally this is
not always possible, since the number of training samples must be
enough for the development of a robust model and the test samples
should be representative of the obtained results. As a rule of thumb,
cross-validation (CV) is used if the number of samples is smaller
than 40. They also emphasize the importance of CV as a method of
understanding the inherent structure of the datasetfobserved data
and help in the assessment of dimensionality of a model (rank} and
therefore CV is mostly applied for calibration. In Fg 4{a), an
example of variance explained depending on the number of com-
ponents is presented. While using a large number or all the com-
ponents would seem logical in order to create a model based on the
observed data, this is not the case. Except for the obvious dimen-
sionality issues leading to computationally demanding calcula-
tions, it could lead to overfitting. In simple terms, overfitting
occurs when a model is overly-optimistic on the data used for
calibration and lacks ability to generalize on other data. Indeed, as
more components are used, the percentage of variance explained
increases also but by a very small margin (Fig. 4a); however, the
MSE of CV does not necessarily decrease as illustrated in Fig. 4b. A
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good choice for the number of components would be the number
where the minimum MSECV is achieved. Several approaches for
cross-validation have been applied in the past, the most common
being Leave-Cne-Cut [LOCCV} and k-fold cross-validation. The first
method leaves one sample out of the calibration process, which is
used for validation. Then, this process is performed for all samples
in the dataset. In the second method, the calibration data are
separated in k equal subsets. Then each subset is used iteratively for
testing the model based on the rest of the data. In fact, LOOCV is a
common method as all samples are used in an exhaustive way
providing repeatability of the results compared with other random
methods of partitioning of the training dataset. Furthermore, it can
also be applied in smaller datasets where a k-fold partitioning or a
random partitioning could result in folds where all categoriesftypes
of samples are not represented in an equal manner. Indeed, an
important parameter for the selection of CV strategy is whether the
data can be categorized into groups based on background infor-
mation, ie. stratification across replicates, treatment, ete. In the
case of LOOCV, using one sample for testing and all other samples
for training each time may lead to over-optimistic results. In the
interest of equal category representation stratified partitioning or
-given no stratification Leave-Multiple-Out CV is preferred [Westad
& Marini, 2015} In short, cross-validation may contribute in
avoiding overfitting by not using the same dataset to both model
building and prediction error estimation. If possible a representa-
tive percentage of the original dataset is left out for testingfvali-
dation, whereas for further validation purposes, independent data
can be used as external validation.

Training/test split is an equally important matter for a validation
scheme. While a random partition can be applied, it can lead to
high variance of model estimates when not repeated a number of
times. Other methods that span the sample space as uniformly as
possible are also applied, e.g. the Kennard Stone (KS) algorithm
[Kamruzzaman et al, 2012}. Other methods include the Duplex
algorithm, selection based on D-optimal criterion or even use of
clustering techniques like l-means and Kohonen mapping. Several
of these schemes were compared using NIR spectra of oat flour
samples by Westad and Marini (2015). On one hand, KS and D-
optimal approaches tended to capture as much as possible of the
sample diversity in the training set. On the other hand, Kohonen
and mostly Duplex maintained the same diversity among both sets.

The same principles may apply in the case of machine learning
methodologies, but the estimation of the hyperparameters can be
even more complex relying significantly on the experience of the
analyst and also a trial-and-error process. In the case of SVMs, for
example, depending on the kernel function chosen, different- and
more than one-hyperparameters have to be calculated. In most
cases, a grid-search coupled with a CV methodology is used for
model training. Configuring ANNs is also a very complex process as
it depends on the type of ANN, its architecture, initialization,
transfer functions in both hidden and output layers, the learning
algorithm employed, the learning rate, etc. While Back-Propagation
Neural networks (BPNN}, also called MLPs, are simpler and more
commonly used, they have been accused of poor generalization
ability and difficulty to control the training process (whether the
model converges and the speed of convergence). Cn the other hand,
ANNSs have been used successfully in several applications including
foodstuff analyses (Marini, 2009; Fan, Zhang, Zhu, Mao, & Tu, 2014;
Panagou, Sahgal, Magan, & Nychas, 2008). GAs have also been
applied for ANN configuration in the past [Argyri et al, 2013}
Lastly, evolutionary programming requires defining several other
parameters and/or criteria such as the number of generations,
population size, probability of mutationjfcrossover, etc (Ellis,
Broadhurst, Clarke, & Goodacre, 2005).

We can safely conclude that a successful model is highly
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[unpublished multispectral minced beef data).

dependent on the type, size and quality of the initial data. It is self-

evident that the dataset has to provide a representative number of

samples for all cases/parameters investigated in order to take into
account the variability within the same category and/or conditions.
A good model performance during validation andfor CV ensures
the model's ability to generalize. In Table 1, the most common
performance criteria and their definitions are presented for
regression and classification models, respectively, as described in
various articles (Argyri, Panagou, Tarantilis, Polysiou, & Nychas,
2010; Ross, 1996; Sokolova & Lapalme, 2009} Usually, the perfor-
manee of a calibration model is evaluated in terms of root mean
squared error (RMSE} of calibration (RMSEC), cross-validation
(RMSECV} and prediction (RMSEP). In addition, several other
criteria such as the bias (B} and accuracy (A} factors may be
employed. In the case of classification, the percentage of correctly
classified samples, recallfsensitivity, precision and specificity are
usually employed.

In Table 2, algorithms and calibration methods are presented for
various sensor applications. LOOCV is the more common method

Table 1
Formulas of popular performance measures for regression and binary classification
(Argyri et al, 2010, Ross, 1996; Sokolova & Lapalme, 2009},

Performance measure Formula
Regression®
Bias factor B ‘1[]2 bxy:w./vm,l
Accuracy factor A mzlbmamnmll
Mean relative percentage residual  MRPR () i Tﬂﬂw;:yﬂl
Mean absolute percentage residual  MAPR (%} ir 10| Lv;z;:ymal
Root mean squared error RMSE

at ¥ lymn—ywxf
Standard error of prediction  SEP (%) T Lt

jorem— D

Classification”
Accuracy m&_r;f:ﬁ
Precision o rTfiE
Recall [sensitivity} ﬁ:
Specificity E%

* i number of samples, Ypred: Predicted value, yops: observed value, Fopsmeam:

mean observed value.
' by, n: positive and negative samples dassified correctly, f : negative samples
classified as positive, f: positive samples classified as negative.
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used for cross validation, as it can be applied in small datasets and
uses all samples in an exhaustive way. Panagou et al. (2014} used
the Predicted Residuals Sum of Squares (PRESS), the model was
validated with completely independent samples from two separate
experiments/meat batches and at different temperatures with good
results. Further on, da Costa Filho (2014} also used PRESS as a PLSR
calibration criterion, where a component was included only if it
improved PRESS by at least 2%, for the determination of trans fatty
acids (TFAs) in edible oils. The models exhibited coefficient of cor-
relation >»0.982. RMSEP was also utilized for GA-MLR algorithm for
the discrimination among chicken and turkey samples (Ellis et al.,
2005}, Other researchers [Alamprese, Casale, Sinelli, Lanteri, &
Casiraghi, 2012; Ropodi et al., 2015} applied 5-fold and 3-fold
cross-validation in PLS-DA, respectively, while both models were
further validated with independent meat batches. This Is important
as the variability among samples of the same meat batch and be-
tween batches is included in model development and validation. In
the case of SVM models (classification or regression}, a grid-search
methodology coupled with CV was employed (Argyri et al., 2013;
He, Wu, & Sun, 2014; Qiu, Wang, & Gao, 2014; Wu, Shi, He, Yu, &
Bao, 2013). Moreover, Papadopoulon, Panagou, Mohareb, and
Nychas (2013} created three random partitions for SVM calibra-
tion and validation of 177 samples of beef fillets with the validation
set consisting of 59 measurements and SVM calibration was per-
formed with grid search and 10-fold CV., whereas Sharifzadeh,
Clemmensen, Borggaard, Steler, and Ersbell (2014} applied 25
random partitions for CV. PLSR and SVR calibration was performed
based on RMSE of LOOCV by Argyri et al. (2013}, However, a small
validation set was employed for GP and GA-ANN calibrations,
where the best model was based on the R? and MSE criterion,
respectively. Lastly, after LOCCV, Zhao, Downey, and C'Donnell
(2014} selected models based on a number of criteria including
the position of the first local minimum in the leverage and residual
X-variance plots, the correct classification rate and the number of
loadings or components involved. The PLS-DA model performance
was calculated based on Efficiency (geometrical mean of sensitivity
and specificity}.

4. Applications of instrumental techniques in the food
industry

The multivariate data analysis techniques presented in the
previous sections are powerful tools regardless of the instrument
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Table 2
List of representative calibration and testing techniques in various sensor-based food applications.
Reference Data analysis ~ Number of samples blodel calibration Validation External Variable selection Preprocessing
method walidation
(Panagou et al, HCA, PLSR, PLS- 106 BG No 20 [two modified Jack- knife SNY
20143 DA PLSR,PLS-DA: PRESS independent estimation procedure
for LOOCY experments/
different
temperatures}
(He, Sun, et al, LS-SVM (RBF 118 79 39 No competitive adaptive
2074} kernel}, MLE gnd search using rewelghted sampling (CARS}
RMSE, LOOCY algonthm
(Gowen etal, PCA 172 100 No 72 WSC, MaxN, MedN,
2008} (application to MeanMN
hypercube
data}
(Sharifzadeh PCA vs. linear, 52 52 No No
etal, 2014} non-linear and 25 random partitions
kernel-based (38 14}
[Egression
methods [ANNs
& SVM)}
{(Ropodietal, HCA, PCA, LDA, 220 EE] 66 55
2015} PLS-DA PLS-DA: & correct
classificaticn for 3-
fold CV
(Wu et al, LS-SWI 160 100 60 No Successive projections
2013) grd search using algorithm [SPA}
RNSE, LOOCY Uninformative varable
elimination [(UVE}
(Argyroet al,  PLSR,GA-GP, 52 x several replicates 50/98 FTIR spectra 48/98 No GA SNV
2013} GA-ANN, SVR (98 FTIR & 250 Raman Spectra} 130/260 Raman FTIE
[various kernel spectra spectra
functions} PLS: RMSE - LOOCY 1304260
SVR: grid search Raman
RMSE - LOOCY spectra
GF, GA-GP, GA-ANN:
using validation
subset, MSE/R?
(Coppa etal,  PLS and 250 200 No 50 PCA [highest loadings} Mo correction, SNV,
2014} modified PLS  [x6 spectra fresh & frozen) critical values detrend (D}, standard
(MPLS} (Student's T for normal variate and
removing outliers & detrend [SNVD}, and
two elimination multiplicative scatter
passes, full CV (5 CV correction [MSC}.
groups}
(da Cesta Filho, PLSR 171 (28 soybean oil, 33 ~80 50% per No samples of edible oils Second denvative,
20143 sunflower oil, 38 rapeseed oil, PRESS case collected from various smoothing
25 palm oil, 27 peanut oil, 11 improvement > 2% regions and oilffat extracted
edible oil from factories & 9 from finished product were
samples of oiljfat extracted exclusively applied to
from finished products validate the calibration
model.
(Ellis et al., PC-DEA, GA-D- 180 1z0 60 No GA for most discriminatory
2005} MLE (chicken breast, chiclen leg,  PC-DFA: 20 PCs wavelengths
(discriminant  turlcey breast, turkey leg} (98.7% of explained
multiple linear wanance} used in DFA
regression} with a priori
knowledge of the
muscle and species
type
(Alamprese PCA, LDA, PLSR 242 176 No 66 (3 algorithm SELECT SNV, SNV & 1st
etal, 2013} 22 per batch PLSE: RWVISE 5-fold CV independent derivative
batches}
(Zhao et al., PLS-DA, SIMCA 164 82 (41 per case} 82 [41 per No Martens Uncertainty Test No, MSC, SNV, 1st &
2014} (82 fresh & 82 frozen} Efficiency (geometric case} 2nd derivative
mean of sensitrvity &
specificity}
(Papadopoulou PC-DFEA, SVM, 177 118 59 No PCA prior to DFA
etal, 2013} SVR [RBF (three random partitions for ~ gnd search with 10-
kernel}} trainingfvalidation} fold CV
(Panagou et al, PCA, HCA, DFA, 78 78 No No MNomnalized based on
2008} MLE-INN LOOCY min & max responses
(Pan et al., PCA, MLP-NIN 240 180 60 No Multiple comparison test
2014} 45/180for testing (MCT} of one way ANOVA
(Wilson et al,  PCA, QF, ANN 13 fillet samples (batches} with 10 batches No 3 batches (70 Raw & normalized
2013} multiple measurements samples} intensity values
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Table 2 (continued }

Reference Data analysis  MNumber of samples Iodel calibration Validation External Vanable selection Preprocessing
method Yalidation
(Fhang et al,  PCA, LDA, PCR, 90 50 30 No
2012} PLSR PCR, PLSR: based on

SEC & R indices

(Zalzana et al,  PCA, LDA, IDA- 480 samples

2012} ANN LDA-ANN:120

(Qiu et al,
2014}

LDA(stepivise}, 100 samples
PLSR, SVIV, RF

75 samples

LOOCY, OCC

PLSR: based on B2 &

RMSE
SVM, SVR grid

search, 5-fold CV

LDA:480 (LOOCV}

LDA: stepwise using
Wills' lamda test,

[DA-ANN:360 Willes' lamda test for sensor  Baseline manipulation
selection & normalization, low

level fusion

Autoscaling

25 No One-way ANOVA

type or the application. There are several examples of different
applications where the same or similar methods are used. Similarly,
more than one data analysis method may be applied for the same
purpose or dataset for comparison purposes.

All applications can be divided into two main groups: (2} food
quality and safety assessment and (b} authenticity claims.

4.1. Quality and sofety assessment

The first category involves a large number of characteristics,
such as microbial quality. freshness and food spoilage, sensory
characteristics, and other quality parameters (e.g. color, fatty acid
composition, firmness, moisture content, pH, etc), as well as
contamination, detection of mould, pathogens, toxins and specific
harmful compounds. In Table 3, applications of various multivariate
methods are presented grouped by sensor type.

4.1.1. Microbialfsensory guality

Vibrational spectroscopy, imaging, and e-nose have been used to
predict microbial quality. Huang, Zhao, Chen, and Zhang (2014}
attempted to measure total volatile basic nitrogen (TVB-N} con-
tent in pork meat integrating near infrared spectroscopy (NIRS}),
computer vision [CV}, and electronic nose (e-nose) techniques and
yielded a coefficient of determination equal to 0.9527 in the pre-
diction set. A variety of methodologies was employed by Argyri
et al. (2013} for the comparison of FT-IR and Raman spectroscopic
techniques based on microbial and sensory data from minced beef
samples. Analysis was performed using machine learning and
evolutionary computing methods, including PLSE, GP, GA, ANNs
and support vector machines regression (SVR} including linear,
polynomial, radial basis and sigmoid kernel functions. Results
showed that FT-IR models performed only slightly better. Further-
more, PLS and SVM models performed better in predicting micro-
bial counts, but the GA-GP model was superior in predicting
sensory scores using the FI-IR data, whereas the GA-ANN model
performed better in predicting the sensory scores using the Raman
data. Fanagou et al. (2014} explored the potential of multispectral
imaging in 18 wavelengths in the visible and shortwave near
infrared area (405 970 nm} in assessing the microbial quality of
beef fillets stored at different isothermal conditions. The authors
employed HCA, PLSR for prediction and PLS-DA for discrimination
among 3 microbial classes. Results were promising and were
further validated with independent test samples stored at two new
temperatures with satisfactory results. Additionally, hyperspectral
imaging has also been used to evaluate surface spoilage of farmed
salmon flesh by lactic acid bacteria (LAB} during cold storage
applying the LS-SVM and Competitive adaptive reweighted
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sampling {CARS} algorithm in order to reduce spectral redundancy
and identify the most informative wavelengths (MIWs)} related
with LAB prediction [He, Sun, & Wu, 2014} The derived LS-SVM
model using 239 wavelengths yielded a regression coefficient of
prediction Rp equal to 0.929 and RMSEFP 0.515, very similar to the
CAPS-15-SVM model using only 8 wavelengths (R, = 0.925,
RMSEP = 0.531} Microbial and sensory quality were also assessed
using a portable e-nose and SYMs for regression and classification
purposes (Papadopoulou et al., 2012 The resulting SVR model
exhibited a mean correlation coefficient between observed and
predicted counts in the test datasets equal to 0.863 for TVC,
whereas in the case of the sensory categories fresh, semi-fresh, and
spoiled, the average sensitivity values were 85.7, 87.3, and 88.9%,
respectively. Lastly, e-nose has been applied for the discrimination
of table olives' quality based on sensory score, using ANNs and
specifically MLPs, where the classification accuracy for acceptable,
marginal and unacceptable samples was ca. 90%, 78% and 52%,
respectively (Panagou et al., 2008).

4.1.2. External features, bruise detection and other quality
parameters

Imaging techniques have also been used in order to recognize
andjor discriminate based on external features (i.e., shape, size, and
color} in fruits and vegetables (Zhang et al., 2014} and for bruise
detection in mushrooms (Gowen et al., 2008} by two classification
methodologies based on PCA: (a} applying PCA to entire hypercube
and classify based on the 2nd PC, and (b} multiplying hypercube by
loading function and classify resultant virtual image. Results
showed that compared with applying PCA to the entire hypercube,
using virtual prediction image resulted in better classification in all
cases except for the classification of one category of bruised sam-
ples ([damaged by shaking at 400 rpm for 20 min}, where the first
and second method resulted in 100% and 90% correct classification,
respectively. Furthermore, multispectral imaging has been sug-
gested as a method for monitoring meat color instead of using RGB
measurements based on L, a*, b* (Sharifzadeh et al., 2014}). The
authors compared PCA with a wide range of linear, non-linear,
kernel-based regression and sparse regression methods coupled
with variable selection methodologies, and linear ridge regression
combined with the proposed Elastic net-based feature selection
strategy provided the best results. Other applications include
assessment of meat tenderness and freshness, moisture and firm-
ness of fruits, ete. (Dai, Sun, Xiong, Cheng, & Zeng, 2014} where the
majority of these applications involve the use of PLSR, but also
other methods mentioned above. PLSR and PCR were also used in
order to predict quality indices of peaches, such as firmness, acidity
and sugar content based on e-nose measurements (Zhang, Wang,
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Table 3

List of representative rapid methods application and corresponding data handling methodologies.

Sensor type Reference Food type Purpose Data analysis method
Imaging [Panagou et al, Beef fillets Spoilage HCA, PLSE, PLS-DA
2014}
[maging (He, Sun, et al, Salmon Spoilage (LAB} L5-5VM
2014}
[maging [Gowen et al, Mushrooms Bruise detection PCA (application to hypercube data}
2008}
[maging [Sharifzadeh Meat Monitoring meat color PCA vs. linear, non-linear and kernel-based regression methods [ANNs
et al, 2014} & SVM}
Imaging [Fu et al., 2074} Milk powders Adulteration Spectral similarity measures (spectral angle measure-SANM, spectral
correlation measure-5Ch, Euclidian distance measure-EDM}.
Imaging [Ropodiet al,  Porl, beef Detection of adulteration HCA, PCA, LDA, PLS-DA
2015}
[maging [Wu etal, Praivn Detection of adulteration UVE-SPA-LS-SVM
2013}
Spectroscopy  [Argyriet al,  Minced beef Spoilage/sensory PLSR,GA-GF, GA-ANN, SVR (various kernel function}
2013}
Spectroscopy [Coppaetal, Nill Fatty acid composition PLS and modified PLS (MPLS}
2014}
Spectroscopy {da Costa Filho, Edible oils Trans-fatty acid determination PLSE
2014}
Spectroscopy (Ellis et al., Chicken, porls, Authentication of species and the distinct PC-DEA, GA-MLR
2005} turkey, lamb and  muscle groups within these species
beef
Spectroscopy [Alamprese Beel, turcey Detection of adulteration PCA, DA, PLSE
etal, 2013}
Spectroscopy (Zhao et al., Beelburger Detection of adulteration PLS-DA, SIMCA, low & mid level fusion strategies based on PLS
2014}
e-nose [Papadopoulou Beel fillets Spoilage/sensory PCA-DFA
et al, 2013} SVM & SVR (RBF kemel}
e-nose (Panagou et al, Table olives Sensory PCA, HCA, DFA, MLE-NN
2008}
e-nnse (Concina et al, Tomatoes Detection of microbial contamination PCA
2003}
e-nose [Pano et al, Strawberry Detection of fungal disease PCA, ANN [MLEF}
2014}
e-nonse [Wilson et al,,  Catfish fillets Sensory/off-flavor detection PCA, ANN, QF
2013}
e-nose (Zhang et al., Peach Firmness, sugar content, acidity PCA, DA, PCR, PLSE
2012}
e-nose, acoustic (Zalkaria et al., Mangoes Rip eness/maturity PCA, DA, LDA-ANN
sensor 2012}
e-nnse, e- [Qiu et al., Strawberry juice Discrimination among processing LDA, PLSR, SV, RF
tongue 2014} approaches
e-tongue [Livetal, 2013} Orange beverage,  Authentication/discrimination among PCA, BP-ANN, SV, RF

Chinese vinegar brands
Imaging, e-nose, [Huang et al,  Por

spectroscopy 2014}

Freshness (TVB-N content}

PCA, BP-ANN

Ye, & Chang, 2012} Models were carefully chosen so as to achieve
high performance in terms of SEC, SEP and correlation coefficient.
In fact, PLS models displayed correlation coefficients ranging from
0.83 to 0.86. Additionally, a low-level fusion of e-nose and acoustic
sensor data was also performed by Zalcaria et al. (2012} in order to
improve classification among different levels of ripeness and
maturity of mangoes. While PCA and LDA were unable to differ-
entiate among all categories, results improved in the case of LDA
after the fusion process, where 99.8% of grouped cases were
correctly classified after LOOCV. However, very promising testing
results were achieved using three-element input vectors (from LDA
output} for the development of an unsupervised Competitive
Learning ANN as the prediction accuracy was improved from 66.7%
to 84.4%. E-nose sensors have also been applied for the discrimi-
nation between good-flavor vs. off-flavor catfish meat samples
(Wilson, Cberle, & Oberle, 2013} applying PCA for exploratory
analysis and a statistical algorithm called Quality Factor (QF)
analysis that determines statistical distances between profiles of
classes measured using Euclidean distance. In addition, a profile
measurement library was developed based on ANNs for class
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prediction and 91.4% of all catfish samples were classified correctly.
As fatty-acid compesition is an important quality parameter, che-
mometric methods {(PCA and PLS variants) have been applied to
spectroscopic data in order to predict fatty-acid composition in
milk and barley and trans-fatty acid in edible oils (Coppa et al.,
2014; Cozzolino, 2014; da Costa Filho, 2014). In the case of fresh
and thawed milk (Coppa et al., 2014} regressions were calculated
with both partial least square (PLS} and modified partial least
square (MPLS} either after a preprocessing step (SNV, detrending-
D, SNV and I, MSC} or with no correction. PCA loadings were
used for feature selection and the calibration was performed using
Student'sT for outlier removal and two elimination passes with 6
CV groups. Most models showed high performance indicating that
Near and Medium IR spectroscopy could be used for routine milk
FA composition recording.

4.1.3. Contarination, detection of pathogens/parasites and harmful
compounds

A lot of work has also been done on the contribution of e-nose
sensors on food quality assessment (Loutfi et al., 2015; wvilson,
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2013). lately, e-nose instruments were able to detect artificially
spoiled canned peeled tomatoes with bacteria including E.cof,
yeasts and fungi using the k-nearest neighbors (KNN) method with
Ik = 1. PCA was also used for exploratory analysis and 5-fold strat-
ified CV was applied for kNN calibration [Concina et al., 2009}, In
addition, MLP networks have been applied for detection and clas-
sification of pathogenic fungal diseases in strawberries (Fan et al.,
2014). Strawberries were inoculated with three common patho-
genic fungi (Botrytis sp., Penicillium sp. and Rhizopus sp.} and stored
for 10 days along with non-inoculated control samples. Decay was
evident with PCA and accuracy of the fungal infection type for the
four groups reached 96.6% using an ANN model (MLP}. HSI has
several other applications in food safety, e.g. detection of parasitic
nematodes (cod worms, seal worms, whale worms} in fish fillets
(Kamruzzaman et al, 2015). In fact, various methods have been
presented for the detection of melamine in milk and milk products
based on IR spectroscopy (Domingo et al., 20143, as well as HSI (Fu
et al., 2014}, Fu et al. {2014} compared milk powder and melamine
samples with samples of milk-melamine mixtures (melamine
concentrations ranging from 0.02% to 1%} using three different
spectral similarity measures, (a} spectral correlation measure
(SCM}, (b} spectral angle measure (SAM} and (c} Euclidean distance
measure (EDM). All measures proved to have similar performance
and in most cases melamine particles were detected.

4.2, Authenticity

The second category's applications cater to authentication of
origin, traceability, compliance with label description and
adulteration.

Chemometrics have been widely used for authenticity claims
(Oliverl & Downey, 2012} There are several articles involving
chemometrics for authenticity and adulteration of edible oils and
fats (Nunes, 2014}. Additionally, Ellis et al. (2005} applied Principal
Component-DFA between muscle foods using infrared spectros-
copy (Raman & FI-IR) for the discrimination among closely related
poultry species, chicken and turkey and distinct muscle groups. A
GA-MLR methodology was also utilized and results showed very
good discrimination. Alamprese et al. (2013} and Ropodi et al.
(2015} investigated detection methods for minced beef adultera-
tion with turkey meat by UV visible (UV vis), NIR and MIR spec-
troscopy and with porle utilizing a MSI instrument, respectively.
Results showed a somewhat better performance for PLS techniques
compared to Linear Discriminant Analysis (LDA}. In the first case,
PLS regression was employed for the prediction of the percentage
of turkey meat adulteration in minced beef. Better results were
obtained with NIR and MIR spectroscopy than the UV wvis results.
In the case of MSI and three categories (beef, pork or adulterated},
only one sample among the validation and external validation
samples was misclassified using PLS-DA. However, PLS-DA results
were not as accurate, in the classification in various categories of
adulteration (11 classes in total} of external validation samples. In
addition, Wu et al. (2013} studied the adulteration of prawn with
gelatin-like chemicals. The authors' combination of uninformative
variable elimination (UVE} and successive projections algorithm
(SPA} followed by LS-SVM reduced the number of wavelengths
drastically (from 462 to 13), improved and led to a coefficient of
determination of prediction equal to 0.965. Raman spectroscopy
coupled with PCA was employed for rapid determination of beef
adulteration with 0, 25, 50,75, 100% wfw horsemeat presenting a
good discrimination among adulteration levels (Boyaci et al., 2014},
However, an extraction procedure was necessary in order to obtain
pure animal fat from the samples. Cffal-adulteration of fresh and
frozen beef burger products has been investigated using MIR
spectroscopy and chemometric data analysis (Zhao et al., 2014}
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Both discriminant (PLS-DA) and class-modeling {SIMCA} methods
were used and the former achieved 100% correct classification ac-
curacies for fresh and frozen-then-thawed material. Biancolillo
et al. (2014} used five different instrumental techniques -ther-
mogravimetry, mid-infrared, near-infrared, ultra-violet and visible
spectroscopy-which were then combined on a PLS component
(extracted feature}level in order to discriminate between different
types of Italian craft beef with P1S-DA and SIMCA. The data fusion
strategy provided 100% correct classification, which was higher
than each instrument separately. Articles have explored the
possible discrimination among different processing approaches
using a combination of sensors, i.e. in strawberry juice using e-nose
and e-tongue instruments coupled with LDA, PLSR as well as
random forest (RF}, and SVM for classification and regression for
quality parameters (Qiu et al., 2014). Results showed that in most
cases e-tongue results were better compared to e-nose and CV
results improved for LDA when both sensors were used. However,
the accuracy rate in RF and SVM was 100% using only e-tongue,
while SVM performance dropped to 88% when both instruments
were combined from 100% for e-tongue only. Lastly, Liu et al. (2013}
uses an e-tongue instrument coupled with random forest, support
vector machine and back propagation neural network algorithms
(BP-ANN} for type and brand recognition of orange beverage and
Chinese vinegar on 4 diverse datasets For each data set, the per-
formance parameters of RF are superior to those of SV and BPNN.
In Table 2, some of the publications related with various sensors
and their corresponding food applications are presented.

5. Existing data mining and analysis software: advantages
and limitations in their implementation in the food science
and food industry

As mentioned above, the increased use of computers has lead to
the advancement of data acquisition as well as data analysis.

Nowadays, all commercial instruments (spectrometers, imaging
devices, e-nose sensors} are directly connected with computers for
two basic reasons: instrument control and data acquisition. Spe-
cifically, all instruments are dependent on their official software
package for their activation, calibration, and measurement acqui-
sition. This software's features are basic in all packages and can be
used fordata inspection and basic data pretreatment methods (e.g.,
Spectra Manager software version 2, Jasco Corp., Tokyo, Japan},
while some other packages provide extended capabilities, such as
image processing/segmentation (e.g, Videometerlab software
version 2.12.39, Videometer AfS, Harsholm, Denmark}. Regardless
of the extent of these capabilities, in most cases data can be
exported in generic file formats that are compatible with the ma-
jority of data analysis softwares, e.g. Excel files or CSV (comma
separated values) files in the case of spectroscopy, as well as mul-
tiple bitmap image files (BMP} in the case of HSIfMSI. That way they
can subsequently be imported in available on-line tools eg.
Metaboanalyst 3.0, (http://www.metaboanalyst.ca/} or in stand-
alone chemometric softwares such as Unscrambler [CAMOC AS,
Trondheim, Norway), Statistica (Statsoft, OK, USA} or XLSTAT
(Addinsoft, Paris, France).

These packages are easy-to-use and users may apply many of
the chemometric methods mentioned previously. While this type
of software has provided users with the ability to perform fast
complex calculations and automated visualization of the results, it
has also increased the number of users who apply data analysis
methods without an in depth understanding of the theoretical
background as well as the reason for their application (Granato, de
Aradijo Calado, & Jarvis, 2014). In order to clearly interpret the re-
sults, there is an increasing demand for scientists who combine
knowledge in food science with an understanding in mathematies,
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statistics and computational intelligence. These users who may
want a more hands-on approach on, e.g. how the parameters are
estimated and have programming experience, have other options,
the most common being two programming environments, MATLAB
(The MathWorles, Inc., Natick, Massachusetts, United States} and R
(https:/www.r-project.org/, The R Foundation for Statistical
Computing, Vienna, Austria} often combined with Rstudio (RStudio,
Inc., Boston, Massachusetts, United States} an interface for R. Both
MATLAB and R provide a variety of data analysis methods, ready-to-
use toolboxes specific to each user's needs that go beyond food
science applications and are more user-friendly. Both have similar
capabilities, are widely used and often users contribute free code.
However the former software is commereial and the latter is open
source reducing the cost for scientific research. Cn the other hand,
commercial software guarantees user support and minimizes
software problems. MATLAB and the official toolboxes (http:f/
wwww.mathworks.com} combined with in-house scripts have been
used extensively in research articles (Fu et al., 2014; Gowen et al,
2008; He, Sun, et al, 2014; Huang et al, 2014; Kamruzzaman
et al, 2012; Zakaria et al, 2012} Several commercial and open-
source toolboxes have also been utilized for data analysis, such as
HbSVM, LibPLS, IS-5VM, PLS Toolbex ete. Similarly, libraries for R are
now available in CRAN package repository, a network of ftp and
web servers around the world, and elsewhere. Various paclkages,
such as randomFerest and plsgenomics have been used (Liu et al,
2013; Qiu et al, 2014; Ropodi et al, 2015} In Table 4, a list of
MATLAB toolboxes and R packages supporting chemometric and
machine learning applications is presented.

To sum up, as there are advantages and disadvantages in all
types of software; users should carefully balance their data, abili-
ties, theoretical background as well as resources and funding in
order to choose the one designed for their needs. For more infor-
mation on software, there are available reviews in the literature
(Nunes et al,, 2015).

6. Discussion

Over the past decades, Food Authorities e.g. European Food
Safety Authority (EFSA} of European Union (EU}, FDA and USDA in
USA, Food Standards Australia New Zealand have identified assur-
ance of food safety and quality as one of their ultimate goals
[European Commission, 2000; http:/fwww.usda.govjwps/portalf
usdafusdahome?navid=food-safety;  http:/fwww.foodstandards.
gov.au/Pages/defanltaspx}. It is well established that the potential
of causing huge economic losses to the food industry are due to
microbial spoilage and other biological or chemical hazards
[Anonymous, 1993a,b, 2000; 2010; EFSA, 20086, 2008; Evans, 2005;
Nyechas et al., 2008} On the other hand, monitoring and predicting
quality and safety of highly perishable foods, such as muscle foods,
still relies heavily on regulatory inspection (European Commission,
2005; http:/fwww.fsis.usda.gov/wpsfportalffsis{topicsfinspection}.
This process is costly, time-consuming, and unable to provide in-
line or at-line inspection. To overcome these limitations, conven-
tional microbiological analyses should be integrated with advances
in signal analysis. Both microbiological and spectroscopic profiling
data can be collected at various time points along the food chain,
reflecting the ‘current’ status of the tested product. The spectro-
scopic profiling data will, more specifically, include compiled
vibrational spectroscopy data and surface chemistry measurements
using rapid, non-invasive methods and appropriate sensor devices.
All the pertinent collected data, corresponding to different
knowledge levels, can be utilized with the previous mentioned
methodologies aiming, ultimately, at the assembly of a complete
holistic picture for food quality and safety, and contributing to a
long-term vision for new technologies. Various methods based on
chemometrics, machine learning andfor computational intelli-
gence have been applied in research for food products. However, no
specific method can be safely characterized as more effective, as all
applications are case-specific. Depending on the sensor, methods

Table 4
List of various WATLAB and R libraries available for chemometric and machine learning applications.
Library Methods Source
MATLAB Statistics and Machine Leaming HCA, l-means, ANOVA, MLE, LDA, kNN, SV, RF and other methods http:/ [ wivivamathworls.comf

Toolbox

Neural Networle Toolbox ANNS http:{/wwiv.mathivorlks.com/

PLS Toolbox MLR, PLS, PCR and preprocessing methods http://wiviv.eigenvector.com

LibPLS PLS-R & -DA, LDA and various methods for preprocesing, varable selection and http:{/www libpls.net/

outlier detection

iToolbox PLS variants with intervals [iPLS, BiPLS, FiPLS, SiPLS,mwPLS} http:/fwww.models.life lu.dlk/
iToolbox

PLS-Genetic Algorithm Toolbox GA-PLS http:/jwww.models.life lku.dl/GAPLS

b5V SV http:{/wiviv.csientu.edu tivi-cling
libsvmj

LS-SVMIah LS-SVIM http:{/www.esatkuleuve nbefsista)
lssvmlab/

R The R Stats Paclkage HCA, PCA, l-means and other Statistics’ functions http://www.r-project.org

Schemometrics PCA, PLSR, other regression methods (lasso, ridge}, tools for CV, clustering, etc. http:{/cran.r-project.orgfiveb/
packages/

Chemometrics With R PCA, GA for vanable selection http://cranr-projectorgfweb/
packagesj

pls PLSE, PCR http://cran.r-project.org/web/
paclages|

plsgenomics PLSR & DA, ridge LS http:|/cran.r-project.orgfiveb/
paclages|

gpls generalized PLS http:{/bicconductororgfpackages!

cluster CA methods http:|/cran.r-project.orgfiveb/
paclages|

neuralnet ANNs http:|/cran.r-project.orgfiveb/
packages|

el071 SV (libSVM} and other clustering methods http:|/cran.r-project.orgfiveb/
packages|

random Forest RF http:{/cran.r-project.org/web/
packages|
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tend to be dissimilar as the acquired data are quite different. While
vibrational spectrometry can be quick and highly efficient, it lacks
the ability to describe the spatial distribution of the measured
attribute. In addition, as HSI provides both spectral and spatial in-
formation, analysis of the resulting data can be quite challenging
and might require a wavelength selection step. MSI on the other
hand, provides limited spectral information, but it is not as
expensive as HSL Furthermore, techniques such as imaging are
non-invasive whereas others may require a small amount of
sample.

As far as data handling techniques are concerned, depending on
the dataset one or more methodologies may be applied (Liu et al.,
2013; Panagou, Mohareb, Argyri, Bessant, & Nychas, 2011; Ropodi
et al, 2015} or more than one instrumental techniques may be
used (Argyrl et al, 2013}. However, very little has been done in
terms of combining dissimilar instrumental techniques (Alamprese
et al, 2013; Biancolillo et al., 2014; Huang et al., 2014}, In this di-
rection, combining different types of sensor data can be quite
difficult as it involves acquiring data from multiple sensors,
discovering the advantages and disadvantages of each sensor in a
specific application, as well as understanding when there is a case
of redundant or complementary application. Usually, data of the
same type, e.g. spectral data, have been mostly used for this
“fusion” process. For different types of sensors different possibil-
ities will have to be explored as to the stage of the fusion, whether it
will be in the data, decision level or intermediate/feature level
(Dasarathy, 1997} The different instrument brands and experi-
mental setups only add to the complexity of comparing and
combining results.

In conclusion, it is evident that rapid techniques coupled with
data analysis methods have given promising results in several food
products with various sensors. However, there are several appli-
cations, new sensors and new algorithms that remain to be
explored and validated in the future. In any case, the benefits of
introducing such technologies/approaches in the food industry are:

[a) Interdisciplinarity, as these approaches will bring together
scientists from different research backgrounds (food micro-
biologists, wveterinarians, molecular biologists, bio-
informaticians, software developers, IT experts, etc.)
allowing, therefore, for a strong synergy among these
disparate fields for the benefit of science;

(b} The massive amount of high-throughput, analytical and im-
aging meta-data collected with these instruments will pro-
vide the cornerstone for a holistic view of the decaying
process of the various food products across diverse storage
conditions (temperature and packaging). The online avail-
ability of this knowledge will ensure the continuous benefit
and growing of this repository with more data becoming
available beyond the course of scientific research;

{c} The implementation of this multidisciplinary approach wrill
provide the food industry with a new generation of quality
and safety monitoring tools, oriented around fast, efficient
and non-invasive tools that could be easily implemented on-
site using portable devices. The online connectivity of the
developed system will offer an unprecedented degree of
accuracy compared to conventional inspection methods and
will provide more accurate and automated means of product
monitoring that will substantially increase consumer confi-
dence for the food product, and would, in the long run,
improve the competitiveness of these industries;

(d} Contribution to the reduction of food waste, through a more
efficient control of the processes;

(e} Reassuring trust between consumers and the food industry
through the introduction of a novel system for quality and
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safety monitoring that can be applied throughout the pro-
duction chain;

[f} Contribution to Food Regulation, in the context of fulfilling
[EC) No 2073/2005 on microbiological criteria for foodstuffs.

Acknowledgment

This work has been supported by the project “Intelligent multi-
sensor system for meat analysis  iMeatSense_550" co-financed by
the European Union (European Social Fund-ESF}and Greek national
funds through the Operational Program “Education and Lifelong
Learning” of the National Strategic Reference Framewwork [NSRF}
Research Funding Program: ARISTEIA-L

References

Alamprese, C, Casale, M., Sinelli, N, Lanteri, 5., & Casiraghi, E. (2013}. Detection of
minced beef adulteration with turkey meat by UV vis, NIR and MIR spectros-
copy. LWT  Food Science and Technology, 53(1}, 225 232, http:[/dx.dolorg/
10.1016/jbwt.2013.01.027

Anonymous. (1993a}. Council directive 93/43(EEC on the hygiene of (oodstulfs.
Gfitcial Jourmnal of the Furopean Comrmunities.

Anonymous. (1993b}. Mandatory safe handling statement on labeling of raw meat
and poultry products. Federnf Register (Food Safsty and Inspection Service),
58(156}, 5. CFR Parts 317 and 381

Anonymous. (2000} WHG surveiliance progromme for control of foodbome infections
and intoxications in Furope, 7th Report.

Anonymous. (2010} Food contarminants dioxins and PCBs sfide. Retrieved
September 8, 2015, from: bttp://ecewrnpaey/iood /food /chemicalsalety!
contaminants/dicxins_en.htm.

Arzyri, A A, Jarvis, R0, Wedee, D, Xu, Y, Panageou, E £, Goodacre, K, et al. (2013
A comparison of Raman and FTHR spectroscopy for the prediction of meat
spoilage.  Food  Controf,  29(2), 461 470,  httpjdedoiog/10.1016]
jfoodeont.2012.05.040.

Argyri, A. A, Panagou, E. Z., & Nychas, G.-J. (2014} Monitoring microbial spoilage of
foods by wibrational spectroscopy (FT-IR & raman}. [n Novel food preservation
and microbial assessment technigues (pp. 386 434). CRC Press. http: [fdx.dolorg/
10.1201/b16758-17

Arpyri, A. A, Panagou, E. Z,, Tarantilis, P. A, Polysioun, M., & Nychas, G.-]. E. (2010
Rapid qualitative and guantitative detection of beef fillets spoilage based on
Fourier transform infrared spectroscopy data and artificial neural networls.
Sensors and Acteators B: Chermical, 14513 146 154 http:{jdx dolorg/10.1016]
j.s0b.2009.11.052.

Baietto, M., & Wilson, A. (2015). Electronic-nose applications for fruit identification,
ripeness and quality grading. Sensors, 75, http:/dx.dolorg{10.3350/s1501008595,

Balahin, R. &, & Lomakina, E. L (2011} Support vector machine regression [LS-
SVM} an altemnative to artificial neural networls [ANNs) for the analysis of
quantum chemistry data? Physical Chemisby Chemicad Physics: PCCP 13(24),
11710 11718, http:{{dxdoiorg/101039/c1cp00057a.

Baldwin, E. A, Bai, ], Plotto, A, & Dea, 5. (2011}, Electronic noses and tongues:
applications for the food and phammaceutical industries. Semsers, 17(12),
4744 4766. http: {fdx.doiorg(10.3380/s110504744.

Barker, M., & Rayens, W. {2003). Partial least squares for discrimination. fournal of
Chemowmetrics, 17(3}, 166 173, http://dx dol.org/ 101002 /cem.785.

Berrueta, L A, Alonso-Salces, B M., & Heéberger, K. (2007} Supervised pattern
recognition in food analysis. fournal of Chromaiograpfty A, 1158(1 2}, 196 214.
http: //dx.doi.orgf10.1016]j.chroma.2007.05.024.

Biancolillo, A., Bucd, R., Magri, A. L, Mag, A. D., & Marini, F. (2014}, Data-fusion for
multiplationm characterization of an Italian craft beer aimed at its authenti-
cation. Anafptica Chirica  Actn, 820, 23 31 http:fjdxdolog/10.1016]
j.aca.2014.02.024,

Boulesteix, A.-L, & Strimmer, . (2007}, Partial least squares: a versatile tool forthe
analysis of high-dimensional genomic data. Brigfings in Bininformatics, 8(1),
32 44 http: |{dx.doiorg/101083/bib/bbld16.

Boyacy, L. H, Temiz, H. T, Uysal, R. 5, Velicgly, H. ., Yadegari, R.]., & Rishkan, M. M.
(2014}. A novel method for discrimination of beef and horsemeat using Raman
spectroscopy.  Food  Chemeistry, 148, 37 41 httpjde doiog/10.1016]
jfoodchem.2013.10.006.

Brereton, R. G. [2014]}. A short history of chemometrics: a personal view. fournal of
Chemometrics, 2810}, 749 760. http:|{dx dol.org{10.1002 /cem.2633.

Cheng, J.-H., & Sun, D.-W. {2014}, Hyperspectral imaging as an effective tool for
quality analysis and control of fish and other seafoods: current research and
potential applications. Trends in Food Science & Technelogy, 37(2), 78 O1. hittp:/]
dxdoi.orgf10.1016/) tifs.2014.03.006.

Concina, [, Falasconi, W1, Gobhi, E, Biaochi, F, Qusci, B,
Mattarozzi, M. ... Sberreglied, G. (2009}, Early detection of microbial contami-
nation in processed tomatoes by electronic nose. Feed Controf, 20103, 873 880.
http:jdx.doi.org/10.1016/j.foodcont.2008.11.006.

Coppa, M, Revello-Chion, A, Giaccone, D., Feday, A., Tabacco, E, & Borreani, G.
(2014}, Comparison of near and medium infrared spectroscopy to predict fatty

226



“Determination of minced meat quality using machine learning”

24 Al Ropod: et dl. / Trends in Food Stience & Technology 50 {20163 11 25

acid composition on fresh and thawed mille. Food Chemnistry, 150,49 57, http: [/
dx.doi.orgi10.1016/].foodchemn.2013.10.087.

Cortes, C., & Vapnik, V. (1995}, Support-vector networls. Machine Learring, 20(3},
273 297. http://dx.doi.org/10.1007/BFO0954018.

da Costa Filho, B. A. (2014} Developing a rapid and sensitive method for determi-
nation of trans-fatty acids in edible cils using middle-infrared spectroscopy.
Food Chemistry, 158, 1 7. http://dx.doiorg/10.1016/j.foodchem.2014.02.084.

Cozzolino, D. (2014}, An overview of the use of infrared spectroscopy and chemo-
metrics in authenticity and traceability of cereals. Food Research International,
60,262 265. http://dx.doi.og/10.1016/j.food res.2013.08.034.

Cozzolino, B., Roumeliotis, S., & Eglinton, ]. (2014} Evaluation of the use of atten-
uated total reflectance mid infrared spectroscopy to determine fatty acads in
intact seeds of barley (Hordewm vudgare). LWT  Foed Science ond Technofogy,
56(2}, 478 483. http://dxdolorg/10.1016/].wt.201311.018,

Dai, 0, Sun, D.-W, Xiong, Z, Cheng, J.-H,, & Zeng, X.-A. (2014). Recent advances in
data mining techniques and their applications in hyperspectral image pro-
cessing for the food Industry. Comprekensive Reviews in Food Science ond Food
Safety; 73(5), 891 905. http:jfdx.dotorg/10.1111/1541-433712088.

Damez, J-L, & Clerjon, S. (2013} Quantifying and predicting meat and meat
products quality attributes using electromagnetic waves: an overview. Meat
Science, 95[4}, 879 856, hup:/fdxdoiorg 10,1016/ meatsci.2013.04.037,

Dasarathy, B. V. [1957}. Sensor fusion potential exploitation-innovative architec-
tures and illustrative applications. Proceedings of the IEEE, §5(1), 24 38, http://
dx.doi.orgf10.1105/5.554 206,

Domingo, E., Ticelli, A A, Nunes, C A, Guerreiro, M. C, & [into, 5. M. (2074}
MMelamine detection in milk using vibraticnal spectroscopy and chemoemetrics
analysis: a review. Food Research International, 80, 131 139, http:/dxdoiorg/
10.1016/j.foodres 2013.11.006.

Doulgerali, A. L, Ercolini, D., Villani, F., & Nychas, G.-].E. (2012}, Spoilage microbiota
associated to the storage of raw meat in different conditions. Internationa
Joumal of Food Microbiology 157(2), 130 141. http:|/dxdoiorg/101016]
jdifoodmic.2012.05.020.

Duchesne, C, Liy, [. [, & MacGreger, J. F. (2012} Multivanate image analysis in the
process industries: a review. Chemometrics and Intelligent Laboratory Systems,
117,116 128. http: {/dx.doi.org/10.1016/j.chemolah.2012.04.003.

EFSA [European Food Safety Authority}. (2006}, The community summary report on
trends and sources of zoonoses, zoonotic agents, antunicrobial resistance and
foodboroe outbreals in the European Union. The EFSA fournal 290. http:[/
dxdoi.orgi10.2803(j.efsa.2006.54r.

EFSA (European Food Safety Authority}. (2008}, Statemnent of EFSA on the risks for
public hezalth due to the presence of dioxins in pork from [reland. The EFSA
Jowmal, 971,1 15.

Ellis, B. L, Broadhurst, D., Clarlce, S. ], & Goodacre, R. (2005} Rapid identification of
closely related muscle foods by vibrational spectroscopy and machine leaming.
The Aralyst, 130012}, 1648 1654 http://dxdoLorg/10.1035/b511484e,

Ellis, D. [, & Goodacre, R. (2001}, Rapid and quantitative detection of the microbial
spoilage of muscle foods: current status and future trends. Trerds in Food Sci-
ence & Techmology, 12(113, 414 424, htp:|/dx doiorg/10.1016/S0924-2244(02)
00015-5.

Engel, ], Gerretzen, ], Szymanska, E., Jaosen, ]. ], Downey, G, Blanchet, L, et al
(2013}, Breaking with trends in pre-processing? TrAC Tremds in Analytical
Cheristry, 50,96 108. http:fjdx.dolorg/10.1016/1trac.2013.04.015.

Eurcpean Commission. (2000}, White paper on food sofety (12 January 2000 COR
(1998} 718 final} (p. 52}

European Commission. (2005} Commision regulation (EC} No 2073/2005 on
microbiological criteda for foodstufls. Gfficial fournal of the Furopean Union, Gf L,
338,1 26

Evans, D. [2005}. Future trends in the European beef industry: a global view. [n 8th
Annual Langford food Industry Conference, Bristo!l -UK (pp. 45 48}

Everitt, B, Landau, 5., Leese, M., & Stahl, D. (2011}, Cluster analysis (5th ed.}. Wiley.

Fu, X., Kim, M. 5., Chac, K. Qin, [, Lim, ], Lee, H.... Ying, Y. (2014}, Detection of
melamine in milk powders based on NIR hyperspectral imaging and spectral
similarity analyses. fourral of Food Engineering, 124, 97 104, http:/dx.doiorg)
10.1016/jjfoode ng. 2013.09.023.

Ghasemi-Vamamkhasti, M., Mohtasebi, 5. 5., & Siadat, M. (2010}. Biomimetic-based
odor and taste sensiog systems to food quality and safety characterization: an
overview on basic prnciples and recent achievements. fournal of Food Engi-
neering, 100(3}, 377 387 http:/jdx.dolorgi 101016/ fbodeng2010.04.032,

Goodacre, R. (2003). Explanatory analysis of spectroscopic datz using machine
leamning of sunple, interpretable rules. Vibrational Speciroscopy, 32(13, 33 45.
http: (i dx.doiorgi101016/50924- 2031(03300045-6.

Gowen, A A, Feng, Y., Gaston, E., & Valdramidis, V. (2015}. Recent applications of
hyperspectral imaging in micobiology. Tafartn, 137, 43 54, http:/dxdoiorg/
10.1016/jtalanta.2015.01.012.

Gowen, A. A, O'Donnell, C. P, Taghizadeh, M., Cullen, P. ], Frias, ]. kL., & Downey, G.
{2008} Hyperspectral imaging combined with principal component analysis for
bruise damage detection on white mushrooms (Agarices Gisporus ) fournal of
Chernometrics, 22(3 4}, 259 267, http:j/dx.dolorg/ 101002 cem. 1127,

Granato, ., de Aradjo Calado, V. b, & Jarvis, B. (2014}, Observations on the use of
statistical methods in Food Science and Technology. Feod Resewrch International,
55,137 149. http://dxdoi.org/10.1016j.foodres.2013.10.024,

Harzlicl, R. M., Shanmugam, ., & Dinstein, [ (1973}. Textural features for image
classification. [FEE Transactions on Systems, Marn, and Cybernetics, 3(6}, 610 621
http: i dx.doiorgi 101105/ TSMC1873.4305314.

Harzlicl;, . ., & Shapiro, L. G. (1991} Covmputer and robot vision (1st ed.}. Boston,

PhD Thesis

Athina I. Ropodi

WA, USA: Addison-Wesley Longman Publishing Co., [nc.

Hastie, T, Tibshirani, B, & Friedman, J. (2009}, The elements of statistical {earning
[2nd ed.}. New Yorle Springer.

He, H.-]., Sun, B.-W., & Wu, B. (2014a}. Rapid and real-time prediction of lactic acid
bacteria (LAB} in farmed salmon flesh using near-infrared [NIR} hyperspectral
imaging combined with chemometric analysis. Food Research Jnternational 62,
476 483. http:/{dx.doi.org/10.1016/j.fondres 2014.03.064.

He, H.-]., Wu, D., & Sun, D.-W. [2014b}. Potential of hyperspectral imaging combined
with chemometric analysis for assessing and visualising tendemess distribution
in raw farmed salmon fillets. foumal of Food Ergineering, 126, 156 164, http://
dx.doi.org/10.1016/,jfoodeng.2013.11.015.

Huang, L. Zhao, ], Chen, Q. & Zhang, Y. (2014}, Nondestructive measurement of
total volatile basic nitrogen [TVB-N} in pork meat by integrating near infrared
spectroscopy, computer vision and electronic nose techniques. Food Chemistry,
145, 228 236. http: {jdx.doi.org/10.1016/j.fondchem.2013.06.073.

Jarvis, R M., & Goodacre, R. [2005). Genetic algorithm optimization for pre-
processing and varable selection of spectroscopic data. Bininformatics {Oxford,
Englond), 21(7}, 860 868. http://dx.doLorg/10.1093 bicinlommatics/bti102.

Iolliffe, L T. (2002}, Principal comporent analysss (2od ed.) New York: Springer
http://dx.doiorg/101007 /bB8E35.

de Jomg, S. (1993} SIMPLS: an altermative approach to partial least sgquares
regression. Chememetrics and Intelligent Laboratory Systems, 18(3), 251 263.
http://dx.doi.org/101016/0165-7435(93)85002-X.

Kammzzaman, M., Barbin, D, ElMascy, G., Sun, D.-W, & Allen, P (2012}, Potential of
hyperspectral imaging and pattern recognition (or categonzation and authen-
tication of red meat. Iwnovative Food Stience & Emerging Technologies, 16,
316 325, http:ffdx.doiorg/ 101016/ iset. 2012.07.007,

Kammzzaman, ., Makino, Y, & Oshita, 8. (2015}, Non-invasive analytical tech-
nology for the detection of contamination, adulteration, and authenticity of
meat, poultry, and fish: a review. Arafytica Chimica Acio, 853, 19 29, http://
dx.doi.org/101016/j.aca.2014.08.043.

Kammzzaman, &, Maniko, Y., & Oshita, 5. (2014} Non-invasive analytical tech-
nology for the detection of contamination, adulteration, and authenticity of
meat, poultry, and fish: a review. Annfptica Chimica Acto. http:f/de.dolorg/
10.1016/j.aca.2014.08.043.

Kohavi, R, & Provost, F. (1998} Glossary of terms. Machine Learring, 30(2 3},
271 274, Retneved from: http://dLacm org/ctation.cfm?1d—288808 288815,
Liu, M., Wang, M., Wang, ]., & Li, D. (2013} Comparison of random forest, support
vector machine and back propagation neural networl for electronic tongue
data classification: application to the recognition of orange beverage and Chi-
nesevinegar. Sensors and Actuators B: Chemical, 177, 970 980, http://dx.doLorg/

10.1016/j.snb.2012.11.071.

Liu, D., Zeng, X.-A., & Sun, D.-W. (2015} Recent developments and applications of
hyperspectral unaging for quality evaluation of agricultural products: a revieiv.
Critical Reviews in Food Science and Nutribion, 55(12), 1744 1757, http://
dx.doi.org/101080/10408388.2013.777020.

Loutfl, A, Coradeschi, 8., Mani, G. K., Shankar, P, & Rayappauo, ]. B. B. [2015}. Elec-
tronic noses for food quality: a review. fournal of Food Engineering, 144,103 111
http://dx.doi.org/101016(j foodeng.2014.07.018.

Lulke, B. T. (2003}. Nature-insprired methods in chemometrics: genetic algorithms
and artificial neural networls. Data Handling in Science and Technology, 23,
http://dx.doiorg{101016/50922-3487(03}23001-X. Elsevier.

harini, F (2008}, Artificial neural networls in foodstuff analyses: trends and per-
spectives A review. Analyticn Chimica Actn, 63502}, 121 131, http:/jdx.doiocg/
10.1016j.aca.2008.01.008,

Nunes, C. A (2014). Vibrational spectroscopy and chemometrics to assess authen-
ticity, adulteration and intrinsic quality parameters of edible oils and fats. Food
Research International, 60, 255 261, http: {idx.doi.org/10.1016¢
Jfoodres.2013.08.041.

Nunes, C. A, Alvarenga, V. 0O, de Souza Sant'Ana, A, de Sousa Santos, ], &
Granato, D. (2015}, The Use of statistical software in food science and tech-
nology: advantages, limitations and misuses. Food Research fnternational. hitp: |/
dx.dotorg/10.1018().foodres.2015.06.011.

Nychas, G.-]. E, Skandamis, [. N, Tassou, C. C, & Koutsoumanis, K. P. (2008}, Meat
spoilage during distribution. Meat Science, 78, 77 85, http:/{dx.doi.org/ 101016/
Jumeatsci.2007.06.020.

Oliver, I, & Downey, G. (2012} Multivariate class modeling for the verification of
fond-authenticity claims. TrAC Trends in Anafytical Chernistry, 35, 74 86. http:/f
dx.doiorg/ 101016/ trac.2012.02.005.

Otto, M. (2007} Chemometrics [2nd ed.). Weinheim: WILEY-VCH Verag GmbH &
Co. KGaA.

Panagou, E. Z,, Mohareb, F. R, Argyri, A. A, Bessant, C. M., & Nychas, G. J. E. (2011}
A comparison of artificial neural netiworls and partial least squares modelling
for the rapid detection of the microbial spoilage of beef fillets based on Fourier
transform infrared spectral Angerprints. Food Microbiology, 25(4), 782 790.
http://dx.doi.org/101016/].6m 2010.05.014.

Panagou, E. Z, Papadopouloy, O, Carstensen, J. M, & Nychas, G.J. E. (2014} Po-
tential of multispectral imaging technology for rapid and non-destructive
determination of the microbiological quality of beef filets during aerobic stor-
age. Internoiional fournal of Food Microbiolegy, 174, 1 11. http:f/dx.doiog/
101016/ gjfoodmicro.2013.12.026.

Panagou, E. 2, Sahgal, N., Magan, N, & Nychas, G.-]. E. (2008}. Table clives volatile
fngerprints: potential of an electronic nose for quality discrimination. Sensors
ond  Actugtors B:  Chemical, 134(2), 902 907, hitp:fjdxdolorg/ 101016/
Jsnb.2008.06.038.

227



“Determination of minced meat quality using machine learning”

AL Ropodi et db. / Trends tn Food Science & Technology 50 (2015} 11 25 25

Pan, L., Zhang, W., Zhu, M, Mao, S., & Tu, K. (2014} Eady detection and classification
of pathogenic fungal disease in post-harvest strawberry fruit by electronic nose
and gas chromatography mass spectrometry. Food Research International, 62,
162 168. http:/{dx.doiorg/10.1016/j.food res. 2014.02.020.

Papadopoulou, ©. 5, Panagou, E. Z., Mohareb, F R., & Nychas, G.-]. E. (2013}, Sensory
and microbiological quality assessment of beef fillets using a portable electronic
nose in tandem with support vector machine analysis. Food Research Intema-
tional, 50{1}, 241 249, http://dx.doi.org/ 101016/ feodres. 201 210,020,

Papadopoulou, O, Panagouy, E. Z,, Tassou, C. C, & Nychas, G.-[. E. {2011} Contribution
of Fourier transform infrared [FTIR} spectroscopy data on the quantitative
determination of minced porl meat spoilage. Frod Research Internationod,
44103, 3264 3271, http://dx.doiorg/ 101016 foodres.2011.09.012.

Qin, J., Chao, K, Kim, M. 8., Lu, R, & Burls, T. . (2013}, Hyperspectral and multi-
spectral imaging for evaluating food safety and quality. Jowrnal of Food Engi-
neering, 178(2}, 157 171 http:j/dx.doiorg/10.1016/)foodeng.2013.04.001.

Diu, 8., Wang, ]., & Gao, L. (2014). Discrimination and characterization of strawbercy
juice based on electronic nose and tongue: comparson of different juice pro-
cessing approaches by LDA, PLSR, RF, and SYM. fournal of Agricuftural ard Food
Cherristiy, B2(27}, 6426 6454, http://dodolom 101021 /1501468b,

Ropodi, A. L, Favlidis, D. E., Mohareb, F, Panagou, E. Z., & Nychas, G.-]. E. (2015},
Multispectral Image Analysis approach to detect adulteration of beef and porle
in r@w meats. Food Research Jnternational, 67,12 18, http || d.doiorg/ 101016/
jfoodres.2014.10.032.

Ross, T. (1986} Indices for performance evaluation of predictive models in food
micmbiology. fournal of Applied Bacteriology, 81(5} 501 508, http:/fdx.doLorg/
10.1111{j.1365-2672.1996.tb0353 8.

Sankaran, S., Khot, L. R, & Panigrzhi, $. (2012} Biology and applications of olfactory
sensing system: a review. Sensors and Actuntors Br Chemnical, 171 172, 1 17,
http: //dxdoiorg/10.1016/j.s0b.2012.03.025.

Sharifzadeh, S., Clemmensen, L. H., Borggaard, C., Stoier, S., & Ersboll, B. [ (2014},
Supervised feature selection for linear and non-linear regression of L*a"b* color
from multispectral images of meat. Engineering Applications of Artificial Intelli-
gence, 27, 211 227 http: [/ dedoiorg/10.1016/).engappai.2013.09.004,

Solwlova, M., & Lapalme, G. (2009}, A systematic analysis of performance measures
for classification tasks. Information Processing & Management, 45(4), 427 437,
http: //dxdoi.org/10.1016/).ipm.2005.03.00Z.

Sumathi, S., & Surelkha, P (2010} Compuiationa! infellgence poradigms. Compuio-
tonal  intelfigence  paradigms.  CRC  Press.  http:fjdxdoiorg/101201f
9781435808037,

Sun, B.-W. (2008}, Infrared spectroscopy for food quality anofysis and control. Infrared
spectroscopy for food quality anafysis and control. Elsevier. http:jfdx.doiorgf
10.1016/B578-0-12-374136-3.00021-3.

Sutton, R. §., & Barto, A. G. [1998). Introduction to reinforcement learming [1st ed.).
Cambridge, WA, USA: MIT Press.

Teena, M., Manickavasagan, a., Mothershaw, a., EL Hadi, S., & Jayas, D. 5. (2013
Potential of machine vision techmiques for detecting fecal and microbial
contamination of food products: a review. Food and Bioprocess Technology, 6073,
1621 1634. http:j/dx.doi.org/10.1007/s11947-013-1075-7.

PhD Thesi

Athina I. Ropodi

Velusamy, V., Ashals, K, Kerostynsla, ., Oliwa, K, & Adley, C. (2010} An overview
of foodborne pathogen detection: in the perspective of biosensors. Biotech-
nology Advances, 28(23, 232 254, http:{jdx doi.org{10.1016]
jbictechad+.2008.12.004.

Westad, F, & Marni, F. [2015)}. Validation of chemometric models a tutoral.
Apafytica Chirmica Acta, 893, 14 24, http:{{dx dol.org/10.1016/].aca.2015.06.056.

Wilson, A. [2013}. Diverse applications of electronic-nose technologies in agricul-
ture and forestry. Semsors, 13(2}, 2295 2348, http:fjdxdolorg/10.3390]
5130202285,

Wilson, A. D, & Baietto, M. (2009}, Applications and advances in electronic-nose
technologies. Sersors, 9(7}, 9098 5148, http:f/dx.dolog(1033580/s80705098,

Wilson, A, Obede, C., & Oberle, D. (2013}. Detection of off-flavor in catfish using a
conducting polymer electronic-nose technology. Sensors, 13(123, 15868 15984,
http:{/d=.doi.org/103350/s131215968.

Wold, S, Sjostrdm, b, & Edlsson, L. (2001} PLS-regression: a basic tool of che-
mometrics. Chemometrics and Intelligent Laboratory Systemns, 55(23, 109 130.
http:{/dx.doiorg/10.1015/50165-7439{01300155-1.

Woodcock, T, O'Donnell, C., & Dotwoey, G. (2008}, Review: better gquality food and
beverages: the role of near infrared spectroscopy. fownal of Near Infrored
Speciroscopy, 1613, 1 25, http:/jdx.doiorg/10.1255/jnirs. 758,

Wu, D., Shi, H,, He, ¥, Yu, X, & Bao, ¥. (2013}, Potential of hyperspectral imaging and
multivariate analysis for rapid and non-invasive detection of gelatin adultera-
tion in prawn. Journad of Food Engineering, 119(3), 680 686. http: [{dx.doiorg/
101018/jjfoodeng. 2013.06.038.

Kiaobo, Z,, Jiewen, Z., Povey, M. J. W, Holmes, M., & Hanpin, M. (2010}, Vanables
selection methods in near-infrared spectroscopy. Anafpticn Chireica Acta,
667(1 2}, 14 32, http:jjdxdel.org101016/).aca.2010,03.048.

Xiong, Z., Sun, D.-W.,, Zeng, X.-A, & Xie, A. [2014). Recent developments of byper-
spectral imaging systems and their applications in detecting quality attributes
of red meats: a review. fournal of Food Fngineering, 132,71 13, hitp://dx.doiorg/
101016/jjfoodeng. 2014.02.004.

Zalearia, A, Md Shakaff, A. ¥, MMaspan, M. ], Saad, F. §. A, Adom, A H.,
Ahmad, M. N....Kamarudin, L. . (2012} [mproved maturty and ripeness
classifications of Magnifera [ndica cv. harumanis mangoes through sensor
fusion of an electronic nose and acoustic sensor Sensors {Switzerlond), 12(5),
6023 6048. http://dx.doi.org/103350/5120506023.

Zhang, B, Huang, W, Li, ], Zhao, C, Fan, S, Wu, ], et al. (2014). Principles, de-
velopments and applications of computer vision for external quality inspection
of fruits and vegetables: a review. Food Research International, 62, 326 343.
http: {{dx.doi.org/10.1016/j.foodres.2014.03.012.

Zhang, H, Wang, [., Ye, S, & Chang, . (2012). Application of electronic nose and
statistical analysis to predict quality indices of peach. Food and Bioprocess
Techtnology, 5, 65 72, http:jjdxdoLog/101007/511947-009-0295-7,

Zhao, M., Downey, G., & O'Donnell, C. P. (2014}, Detection of adulteration in fresh
and frozen beefburger products by beel offal using mid-infrared ATR spec-
troscopy and multivariate data analysis. Mear Scierce, 96(2 Pt A}, 1003 1011,
http://dx.doi.org/10.1016/j.meatsci.2013.10.015.

228



“Determination of minced meat quality using machine learning”

APPENDIX I

Conference contributions

PhD Thesis Athina I. Ropodi 229



“Determination of minced meat quality using machine learning”

Oral and poster presentations:
1. Ropodi, A.l., Panagou, E.Z. and Nychas G.-J.E. (2016).Efficacy of Multi-spectral

Imaging and FTIR Spectroscopy as Methods for Detection of Frozen-Then-
Thawed Minced Beef. IAFP - European Symposium on Food Safety, Athens-
Greece, 11-13 May 2016, Poster Presentation.

2. Gkoussari, C.N., Fotopoulou, E.I., Ropodi, A.l., Pavlidis, D.E., Panagou, E.Z. and
Nychas G.-J.E. (2016). Assessment of Minced Beef Microbiological Quality
Based on Multiple Sensor Data and Validation with Independent Datasets. |IAFP -
European Symposium on Food Safety, Athens-Greece, 11-13 May 2016, Poster

Presentation.

3. Ropodi, A.l,, Panagou, E.Z. and Nychas G.-J.E. (2015). Multispectral Imaging
(MSI); a Promising Method for the Detection of Minced Beef Adulteration with
Horsemeat. 29th EFFoST International Conference, Athens-Greece, 10-12

November 2015, Oral Presentation.

4. Ropodi A.l., Panagou E.Z. and Nychas G.-J.E. (2015). Assessment of minced beef
spoilage using Fourier Transform InfraRed (FTIR) spectroscopy, ensemble
learning and Artificial Neural Networks (ANNSs). 9th International Conference on
Predictive Modelling in Food (ICPMF9), Rio de Janeiro, Brazil, 8-12 September
2015, Poster Presentation.

5. Papadopoulou, O., Ropodi, A.l., Panagou, E.Z. and Nychas G.-J.E. (2015).
Monitoring Spoilage of Sterile Pork Meat Fillets Inoculated with Specific
Spoilage Microorganisms (Lactobacillus sakei, Leuconostocmesenteroides)
Packaged under Modified Atmospheres in Tandem with GC/MS Analysis and
Chemometrics. IAFP - European Symposium on Food Safety, Cardiff-Wales, 20-
22th April, Poster Presentation.

6. Ropodi, A.l, Pavlidis, D.E., Loukas, D., Tsakanikas, P., Panagou, E.Z. and
Nychas, G.-J.E. (2015). A Dual-sensor Method for the Assessment of Minced
Beef Microbial Quality. IFPAC-2015 Food Quality, Safety & Analysis PAT
Applications, 29th Conference & Exhibition, Arlington, VA, (Washington, DC)-
U.S.A., Jan. 25-28, Oral Presentation.

PhD Thesis Athina I. Ropodi 230



“Determination of minced meat quality using machine learning”

7.

10.

11.

12.

13.

Ropodi, A.L., Pavlidis, D.E., Loukas, D., Panagou, E.Z. and Nychas, G.-J.E.
(2015). Quantification of Minced Beef Adulteration with pork using FTIR
Spectroscopy and Partial Least Squares Regression. IFPAC-2015 Food Quality,
Safety & Analysis PAT Applications, 29th Conference & Exhibition, Arlington,
VA, (Washington, DC)-U.S.A., Jan. 25-28, Poster Presentation.

Ropodi, A.l., Pavlidis, D.E., Loukas, D., Panagou, E.Z. and Nychas, G.-J.E.
(2015). Detection of Minced Meat Adulteration using Multispectral Imaging and
Fourier Transform Infrared (FTIR) Spectroscopy. IFPAC-2015 Food Quality,
Safety & Analysis PAT Applications, 29th Conference & Exhibition, Arlington,
VA, (Washington, DC)-U.S.A., Jan. 25-28, Poster Presentation.

Loukas, D., Ropodi, A., &Nychas, G.-J. (2014). Regression modeling for spectral
data sets : A multi-objective genetic approach. In 3rd International Symposium &
25th National Conference on Operational Research,Volos-Greece, 26-27 June,

Oral Presentation, Book of Proceedings (pp. 140-147).

Pavlidis, D.E., Ropodi, A.L, Loukas, D., Panagou, E.Z. and Nychas, G.-J.E.
(2014). Multispectral Imaging vs. Fourier Transform InfraRed (FTIR)
Spectroscopy for Monitoring Meat Spoilage. European Symposium on Food

Safety, Budapest - Hungary, 7-9th May, Oral Presentation.

Ropodi, A.l., Tsakanikas, P., Loukas, D., Panagou, E.Z. and Nychas, G.-J.E.
(2014). Multispectral image analysis for the assessment of pork minced meat
quality and mapping of microbial contamination. EUROPT(R)ODE XIlI
Conference on Optical and Chemical Sensors, Athens - Greece, 13-16th April,
Poster Presentation.

Pavlidis, D.E., Ropodi, A.L, Panagou, E.Z. and Nychas, G.-J.E. (2014).
Multispectral Image Analysis: a promising tool for the detection of minced meat
adulteration. EUROPT(R)ODE XII Conference on Optical and Chemical Sensors,
Athens - Greece, 13-16th April, Poster Presentation.

Ropodi, A.l., Loukas, D., Carstensen, J.-M., Panagou, E.Z., &Nychas, G.-J.
(2014). Multispectral Image Analysis; a tool to assess minced meat quality &

authenticity in the context of application of PAT in the meat sector. ASSET2014

PhD Thesis Athina I. Ropodi 231



“Determination of minced meat quality using machine learning”

Food Integrity & Traceability Conference, Belfast - UK, 8-10th April, Poster

Presentation.

14. Ropodi, A.l., Panagou, E.Z. and Nychas, G.-J.E. (2013). Assessment of
microbiological quality and authenticity of minced meat using multispectral image
analysis. 8th International Conference on Predictive Modelling in Food, Paris -

France, 16-20th September, Oral Presentation.

15. Ropodi, A.l.,, Panagou, E.Z. and Nychas, G.-J.E. (2013). Evaluation of meat
spoilage using FT-IR and multispectral imaging analysis. Microbial Spoilers in

Food 2013, Quimper - France, 1st-3rd July, Oral Presentation.

PhD Thesis Athina I. Ropodi 232



