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Adrepwpévo oTnV yuvaiko Hou ITaupoUAa
Kot ota toudia pag Niko, Xprioto kat Oupavia

HE TOUG Omoloug, OV KOL O EPEULVNTIKOC Hou PBiog elval mo duokoAog, n {wn MOU YEUATN Kol

EUTUXLOMEVN

Dedicated to my wife Stavroula
and our children Nikos, Christos and Ourania

with whom my research is slower but my life is happier and full

«OTL &V oLV éoTiv | ApeTn R ABWKN HeSOTNG, Kal TAG, Kal OtL peootng dUo Kakl®v, THC eV kad’ UTepBoAnv
thi¢ 6& kot EAAewyv, kal OTL TolauTn £0Tl 6Ld 1O otoxaoTikr Tol péoou elval tol €v Tolg mabeot kal év Talg

nipaéeoty, ikavig elpntaly.

AplototéAng— HOwka Nikopdyeta 1109a[1]

«Enough has now been said to show that moral virtue is a mean, and in what sense this is so, namely that it
is a mean between two vices, one of excess and the other of defect; and that it is such a mean because it

aims at hitting the middle point in feelings and in actions.»

Aristotle, Nicomachean Ethics, 1109a[1]






Euxoapiotieg

JUpdwva pe TNV Adikn codla, n apyn eivat to fulou Tou TavTog. Xwplc Tov apXKo emIBAEmovTa TG
napovoag StatplPfng, téAo Polakn, autn dev Ba eixe fekwvrosl. AutoSikaiwg Aowmdv Tou avaAoyouv ol
MLOEG KOl TOPATIAVW €UXAPLOTIEC. Av Sev Tov €iya ouvavtnoel, eattiag TNG Kakng pHou cuvnBelag va
0.oXOAOUMAL HOVO HE TIPAYHUATA TIOU HOU apECouV, Xwpic va umoAoyilw To kootog sukalpiog, dev Ba sixa
ToTE Eekvroel. To LEPAKL TIOU €XEL yLO TNV akadnuaikn €épeuva, pou avolEe tov Spopo. EmumAéov xwplg Tnv

kaBodnynan, Tig umtodeifelg kat TNV umooThpPLEN Tou, N StatpLBn autr dev Oa eixe oAokAnpwOEL.

OéA\w emiong va euxaplotiow Tov KUplo ABavaclo Kaumad, o omoiog amo tnv otyur mou avélaBe emPAEnwy
™G SlatpBng pou, avalwoes apketdov amd Tov XpOvo Tou ot CUINTACELG yla OXETIKA Béuata Kal eixe

oUoLOOTLKN) CUMPBOAR oTnV OAOKANPWON TNG

Euxaplotieg BéAw va ameubivw Kkal otov kUplo lwavvn ABavaolddn, o omoiog av kot dev pe yvwplle
TPOCWTILKA, S€xTnKe e€opxng va gival wéEAog tng TpipeAolg Emitpomnic. TGO N TakTkA emkowvwvia pali tou
000 Kal n 4-nuepn eniokePn pou to 2018 oto Navenotipto Tou Wageningen ntav KaBopLoTikAg onpooiag

VL0 TO TEALKO QIOTEAECHA AUTHG TN SLaTpLPnc.

Euxoplotieg emiong ameuBivw kal otov Kuplo Kwvotavtivo Tolwpmouka, SleuBuvt tou epyaotnpiou
Awoiknong Mewpywwv Emixelprioswv kKot EKUETOAAEUCEWY, OTO OMOIO OPYAVIKA OVAKW, TOU Omoiou ol
OUMUBOUAEG kalt n kaBodriynon Atoav TOAU ONUAVTIKEC Yyl TNV oupmepiAndn tou KkAAdou Tng
awyonpofartotpodiag oto poviédo tng Statplpng. H emadn pou pall tou, pou €6woe TNV gukalpla va
TIANOLAoW €yyUTEPO TO OVTIKELUEVO TNG €PEUVAC HOU, KOl Vo EEBOAEUTW KATIWE amod TtV MoAuBpova tng

otelpag akadnuaikng mPooEyyLong TnG YEWPYLKAG Spaotnpldtntag (armchair economics).
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NEPINHWH

Ye eUPWMAIKO eminedo, mepldePELOKA KAL TOPEOKA LOVTEAQ TTIOU ULOBETOUV Tn SeUTEPN MPOCEYYLON KoL
otnpllovral og untodeiypata ekpetodAetoswy (Y.EKM) £xouv Katd Kalpoug xpnotpomnolnbei yia va
UTIOAOYLOTOUV OL EMLIMTTWOELG TwV Sladopwv oevapiwy Tng e€EALENC TG Kowvng Aypotikng MoALtikng (KAM), ywa
napadetypa Ackril et al., 2001, Guinde et al., 2005, Wilson et al., 2003, Britz et al., 2012, Van Ittersum et al.,
2008, Galko et. al., 2011, Reidsma et al., 2018. la tnv EAAGda ot avaAuoelg e0Tialouv KUPLwG o KAAALEPYELEC
Twv omoiwv Ta kaBsotwrta aAAafav SpaoTIKA OTIWE OTOV KATVO Kot To BapBakLl. Evieiktikd avadépoupe
MOVTEAQ E KAOLOOLKO YPOUULKO TipoypopaTIopd (Mattas et al., 2006), moAukpitnplakéc peBodoug (Manos et
al. 2009), Betika untodelypata mou evowpatwvouv ¢pBivouoa {Atnon (Rozakis et al., 2008) ) avfouvoa
ouvaptnon KOoToug pe Oetikd Mabnuoatiko MNpoypappatiopo (Petsakos and Rozakis, 2009) otnv aVTIKELUEVIKN
ouvaptnon. OL TOAUKPLTNPLOKEG LEOOSOL lE AUTOUATO UTTOAOYLOUO TNG CUVAPTNONG XPN CLLOTNTAG TOU
napaywyoL (Amador et al. 1999) kat 0 OeTikdG MaBnuaTkOg MPOYPAUUATIONOC £XOUV KUPLOPXIOEL OTN
BLBAloypadia yia Tnv avaAuon Twv emumtwoewv the KAM kabwg auédvouv tnv eykupotnta twv Y.EKM oe oxéon
LE TIG KAaoOoLKEG ueBOSouG.Me Sebopévo, mpwtov OtL N KAM ival pia moAUTAoKN ToALTIKA HE SladopeTKA
QUTOTEAECHATA YLOL OIVTOYWVLOTIKEG OUASEC, Kl SeUTEPOV, TIG eUpeieg StaBouleloelg tou AapPavouy xwpa oe
£0VIKO Kal eUpwTTATKO eTineS0 o ox€on Ue OAAQYEG TTOU, Ao TNV Kuodopila HEXPL KOL TNV £YKPLON TOUG OO TO!
opuoSLa 6pyava TN EE, amoteAoUV aVTIKEILEVO SLATPAYUATEUCNG, N TEXVOKPATIKA OVAAUGCH TWV EVAANAKTIKWV
oevapiwyv moAtikng kabiotatal moAUTIUN Yot OAOUC TOoUuG eUMAEKOUEVOUG dOopElg, mpoodEpovTag OXL LOVO
OMOTEAECUATIKOTEPO SLAAOYO OAAA KAl TEKUNPLWUEVN ATIOYN OTO EUPWTAIKA Opyava Kot Se€apeveg okePng
(Pezaros, 2000). MapdAa auTd oTNV XWPEA Hag, oL TTAPEUBACELC TwV Beopikwy dopéwv otnv Slapopdwon tng
g€eALENC TNG Kowvng Aypotikng MoAttikng (KAM) dev paivetal va otnpillovtol oTa Mopamavw EMLOTNUOVIKA
epyaheia (Klonaris and Vlahos, 2012). H olKOVOLKI) TTPOTUTOMOLNGN TNE EAANVIKAG YEWPYLKNG TIOPAYWYNG EXEL
eTXElPN Ol emavelAnpuéva oto mapeABov pe okomo mPoBALPELS Kal avaAUOELG EMMTWOEWY TOALTIKAC (ex ante
1 ex post avtiotolya): Mantziaris et al. (2017), Giannakis et al. (2014), Manos et al. (2013), Sintori (2012),
Petsakos (2012), Efstratoglou et al. (2011), Rozakis (2010), Rezitis and Stavropoulos (2010), Petsakos et al.
(2009), Manos et al. (2009), Rozakis et al. (2008), Katranidis (2002). To TAR60C¢ AUTWV TWV ATAG EVOELIKTIKWV
avadopwv, armodelkviel OTL Sev UTIAPXEL EAAELUA OUTE OTNV akadnUaikn €épguva OUTE OTO EMLOTNLOVIKO
T(POCWTILKO TNG XWPAC O€ OXEON HE TNV SLEPEVUVNON TWV CUVETELWV TWV CAAQYWV TNG OYPOTIKHG TIOALTIKNG OTNV
EAANVIKN vewpyia. Qotdoo oL mpoomndbeleg autég Sev paivetal va pmopolv va Sleloducouv mapd o€
TiEPLOPLOUEVO BaBud otnv dladikacia avabewpnong tng KAM oto Beopikd Kot MOALTIKO eninedo. MBavol Adyot
auTNG TNG aduvapiag elvat, adevog n Ukpn KAAdIKN Kol yewypodiLkr KAAUYN Twv v AOyw UTIOSELY LATWV Kol
adetépou n aduvauio XelpLopol Toug amod Un e8KoUG.H UTtapEn VoG, KOTA TO HETPO TOU ePIKTOU,
oAokAnpwuEVou UTIOSEelyaTog TNG EAANVIKAG yewpyiag, ebXpnoTtou Kat Sladpaoctikou, Ba unopouoe va
YEPUPWOEL TO XAOUA LETAEY aKASNMAIKAC EpEUVAC KOl TwV BECULKWY POPEWV OE OXEON JLE TOV OXESLACUO Kall
™V ebaplOoyr TNG AYPOTIKAG TOALTIKNG. Eva TéTolo utodetlypa Ba mpénel va kveital og U0 afoveg: Apevoc va
cupmepAAPBAVEL VO GNUAVTLKO KOMUATL TNG YEWPYLKNAG 5pactnplotnTag, 0ELOTOLWVTOC TNV Ultdpxouoa
EUMELPLA KAL TA ETILHEPOUC TOHEAKA uTtoSeiypata (opt{ovTiog dfovag). Adetépou, oe akolouBia pe Tig
TPEXOUOEG EMIOTNHUOVIKEG TAOELG, va. e€eTalel ta Stadopetikd emineda (Guotko, BLOAOYLKO, OLKOVOULKO,
KOLWVWVLKO) ota omoia emtdpd n aypotikn moALtiky (kabetoc afovoac). H Baoikr) Aoutdv cupBoln tng mapoloag
S18akTopLkAg dLatptBng ival n avamtuén evoc ohokAnpwpévou umodeiypatoc tng eAANVIKAG Yewpyiag To
omolo Umopel va XpnoLUomnoLnBsel ylo Thv € K Twv MPOoTEPWV (ex ante) afLoAdynon oevapiwyv aypoTIKAG
TIOALTLKAC. AUTO KATEOTN £PLKTO Sivovtog MPwTOTUTIEG AUCELS 08 {NTAUOTA CUVSEONG TWV MPWTOYEVWV
Sebopévwv tou Aktiou Mewpytkic Aoylotikng (AITEAT, FADN) pe éva emiong mpwTtoTumo HoVTEAD
pHoOnuatikol mpoypapatiopol. EmmAéov n povteAomoinon Kot Twv opoTpoiwy KOAALEPYELWV KAL TNG
otyonpoBatotpodiag o KAipaKa Tou vo KAAUTITEL TO CUVOAO TNG Xwpag elval e€icou katvodavnc. TEAoG N
T(POCEYYLON TWV LOVTEAWV SpWVTWY UTIOKELUEVWY, ULa LEBOSOC TTou £LonXON TNV TeAeuTaia elkooaeTio otV
Bepatikn Tng AypoTLKNG olkovopiag mpoaBETel oTig KAAOOLKEG HeBOSouC TN SLAcTOoN TN EMLKOLVWVLOG Kl
Sladpaonc petafl Twy povadwyv ANPng anddaong, kot TpoodEPEL CUUTANPWHATLKEG TTANpodopieg, 0w oL
TLUEG TWV EVOLKIWY YNG LECW TIPOCOUOLWONG AyOoPAC 1) OL ETUNTWOELG LETPWY TIOALTIKIG OE EOTLOUEVO XWPLKA
eninedo.H dlatppn cuykpoteital amno ta e€Ng empépoug otolxeia: (a) cuAoyn Twv SeSopévwy amo Tig
Sladopec mpwtoyeveic mnyEc kat dlaxeiplon toug, (B) avantuén 6L emadng yla petadopd twv Sedopévwy oto
UMOSELYUa, (V) KATOOKEUT) KAl cUYKPOTNoN Tou Baotkol Y.EKM pe BAon Tov YpOUULKO TIPOYPaUUATIONO, (6)
TAPASELYLATLKN EGAPHOYN TOU YLO AVAAUOT TIOALTLIKAG, (€) EMEKTAON TOU UMOSEIYLATOC UE LETOTPOTIH TWV

-7-



MEHOVWHEVWY povadwv ANPng anddacng os ekPeTaleloelg/Spwvta unokeipeva mou aAAnAemnidpolv oto
XWPO Kal 0To XPOvo, (0T) edpappoyn Tou BeATIWHEVOU UTIOSEIYUATOC Yo AvAAUGT TTOALTIKG KOl GUYKPLTLKNA
avaAuon kat (7) Snuoupyla cuotripatog AnPng anodaong mou Ba SleuKOAUVEL TOUG XPROTEG VOl
OAANAETILEPOUV LIE TA UTIOSELYOTA TWV TIPONYOUUEVWY SLASLKACLWV.

Né€erg KAewdLa: Aypotikn moAwtikny , KAM, Kown Aypotikr) MoALtikr, Mabnuatikog mpoypapatiopog,
Ynodelypa eKUeTAAELONG

Key- Words: Agricultural policy, CAP, Common Agricultural Policy, Agent based modelling, Farm
model, Mathematical programming



Ektetapévn NepiAnyn

H uabnuartikn/owovoutky mpotumonoinon ya tv afloAdynon oypoTikAg TOALTIKAG Ba umopouce va
SlakplBel o SUo peyaleg katnyopieg: Mpotuna umodelypota (HoviéAa) To omola elval €0TIOOUEVA OTO
HoKpo-eminmedo (m.X. HOVTEAQ HEPLIKAG N YEVIKAG Loopporiag) kot mpodtuma umodeilypata ta ormola
TIPOCOUOLWVOUV TNV OUUTEPLPOPA TNG YEWPYLIKAG EKUETAAAEUONG OTO WLKPOOLKOVOWLKO emimedo Kal
amnelkovi{ouv Tov Topéa Ue BAon TN cUUTEPLPOPA TWV EMIUEPOUC avelaptnTwy povadwyv AnPng anodaong
(ex Twv katw - bottom-up mpooéyylon). H SgUtepn mpooéyylon ivol KAatdAAnAn yla vo amoteA£CEL TNV
Bdon avamtuéng evdg umodelypatoc Spwvtwv umokelpévwy' (agent based model), pta peBodoloyikn
KalvoTopla mou gumAouTilel kal Slteupuvel TIg SuvatotnTteg Tou uTtodeiypatog to omoio Ba xpnoluomnotnBel

yla avaAuon TOALTIKAG.

Ye eupwnaiko eminedo, mepldepelakd Kol TOUEAKA HOVIEAQ ToU UloBetolV Tn SeUTEPN TMPOCEYYLON Kol
otnpilovtal oe umodeiypota ekpetaleloswv (Y.EKM) £xouv katd kalpoUg XpnotpomownBel yia va
UTTOAOYLOTOUV OL ETUITTWOELC TwV Sladpopwv cevapiwv tng €€AENG tng Kowvng Aypotikig MoAwtikng (KAM),
yla tapadewypa Ackril et al., 2001, Guinde et al., 2005, Wilson et al., 2003, Britz et al., 2012, Van Ittersum et
al., 2008, Galko et. al., 2011, Reidsma et al., 2018. Ma tv EAAGSa oL avaAloeslg sotialouv Kupiwg oe
KOAALEPYELEG TWV oTolwy ta KaBeotwta GAafav SpaoTkA OMWG OTOV KATVO Kal To Pappakt. EVOeIKTIKA

ovadEPOUUE HOVTEAQ HUE KAOOOLKO YPOUMULKO Tipoypappatiopo (Mattas et al.,, 2006), MOAUKPLTNPLAKEG

! Eivat otivnBec otnv ENAnvikr BiBAoypadia o dpoc “Agent based” va petadpdletal we «MpAKTopeg AOYLOIKOU ». [0 TAPAESELYpa O
0pOG «TMPAKTOPES» otV unxavn avalitnong eAnvikwv nolakwv BiBAodnkwv openarchives.gr emotpédel 135 oXeTKA pe
“agent based modeling” amoteAéopata. Emiong n avalitnon otnv " Baon TnAemkowwviakwv Opwv" tng EAAnVIKAG Etatpelag

Opoloyiag (EAETO) emiotpédel otnv AéEn "mpdktopag” tnv Aé€n "agent".

Qotooo, av Kal ywa tnv Emotiun tng NAnpodopikng o 6pog amodidel To GNUALVOUEVO CWOTA, YLO TG KOWVWVLIKEG ETILOTAES O OPOG

kabiotatal adoKLuoG,.

Mo ouykekplpéva, amd to Aefikd merriam-webster (http://www.merriam-webster.com/dictionary/agent) kataypddovrtal ta &g

onuawvoueva tng AéEng Agent: «1: one that acts or exerts power 2a: something that produces or is capable of producing an effect :
an active or efficient cause [...] 4:one who is authorized to act for or in the place of another: as a (a): a representative, emissary, or
official of a government <crown agent> <federal agent> (b): one engaged in undercover activities (as espionage) : spy <secret
agent> ».

Onwg Stapalovpe oto Aefikd Mmaumwiwwtn, «fpaktopag: o cuuBaAdousvog otn ovuBaon mpaktopeia¢ o omoio¢ avadauBavet
gvavttL auotBrc tnv emuéAeta kat Stekmepaiwon touv avtioupuBaAAduevou kat oto mAaiolo tn¢ omoiag Slevepyel kade amapaitntn
VOULKN 1) UALKN TTpaén oTo Ovoud Kal yLa AoyapLaouo TOU TPAKTOPEUOUEVOU». AvTioTolxel SnAadn n Aé€n "mpaxtopag” otnv évvola
#4 tng ayyAwng Aé€ng "agent".

‘Etol, oTo emioTnoVIKO Tedio TG MAnpodopLKAG, oL "pdkTopes” (AoylopikoU) avalapuBavouy va KAvouv autovoud pia epyacio cav
"avtutpdowrol” evog avBpwrou. Elvat Aoutdv S6kipog o 6pog "mpdktopag” Kabwe evvololoylkd avtlotolyel otnv évvola #4 tou

AeflkoU merriam-webster.

Qot000 010 TMedlo TNG OLKOVOULKAG EMLOTAKNG O OPOG OUTOG UTIOVOEL TO ONUOLVOUEVO TNG gpupnveiog #1 kot #2a tou ayyAlkol
AefkoU, “ one that acts or exerts power /: something that produces or is capable of producing an effec ”. Opwg onwg ibape n

eANVLIKN AEEN «MpAKTOpPAGY, AVEENPTATWG vonuatikol TAaiciou, Sev €xeL TNV évvola Twv #1 kal #2a aAAd tou #4.

‘ETOL, OTLG KOWWVIKEG EMLOTAUEG, N amodoon Tou ayyAlkoU dpou “agent” elval o SOKLUO VA YIVEL WG KUTIOKELLEVO» 1 «6pAOTNG» N

«povada 6pacng» rf «aUTOUPYOG».


http://www.merriam/

pnebodoug (Manos et al. 2009), Betika unodelypata mou evowpatwvouv pBivouca Intnon (Rozakis et al.,
2008) n avfouoca cuvaptnon KOotoug pe Oetikd Mabnuatikd Mpoypappatiopnd (Petsakos and Rozakis,
2009) otnVv QVTIKEWWEVIK ouvaptnon. OL ToAUKpLTnplakEG pEBoSOL peE aUTOPOTO UTOAOYLOMO TNG
ouvaptnong xpnowuotntag tou mapaywyol (Amador et al. 1999) kot o Oetko¢ Mabnuatikog
MPOYPOUUATIONOG £X0UV KupLapXNoeL otn BLBAloypadia yia Thv avdluon Twv emmtwoswv tng KAM kabwg

au€avouv Tnv eykupotnta Twv Y.EKM og ax£on pe tig KAaoowkeg pebddouc.

Me O6ebopévo, mpwtov OtL n KAM eival pla OAUTAOKN TOALTIKA HE SLODOPETIKA QMOTEAECUATA YLA
OVTOYWVLIOTIKEC OUAdEC, kol SdeUtepov, TIG eupeiec Slafouleloslc mou AopPBdavouv xwpa o €BVIKO Kal
EUPWIAIKO eminedo0 oe oxéon pe oAAayEC Tou, amd tnv Kuodopla PEXPL KAl TV £yKPLON TOUC oMo Ta
apuodla Opyava tnG EE, amoteAoUv avrlkeipevo OSlampaypdTeuong, N TEXVOKPATIKA avAAluon Twv
€VOANOKTIKWY Osvapiwy TIOATIKAG Kabilotatal TOAUTIUR yla OAOUG TouG eumAekoOuevous ¢opElg,
npoodEPovTag OXL UOVO QTTOTEAECUATIKOTEPO SLAAOYO OAAQ KAl TEKUNPLWHEVN Amodn oTta EUPWTAIKA
opyava kal de€apeveg okEPng (Pezaros, 2000). NMapoAa auTd 0TV XWPA HAC, OL TTAPEUPRACELS TwV OECUIKWY
doptwv otnv Slapopdwon tng e€EALENG TNG Kowvrg Aypotikng MoAttikng (KAM) dev daivetal va otnpilovratl

oTa MOPATIAVW ETLOTNHOVIKA epyaleia (Klonaris and Viahos, 2012).

H owkovoukn mpotumornoinon tTng eAANVLKAC YEWPYLKAG TOPaYyWYNG EXEL EMXElpnBel emavelAnuuéva oto
napeABov pe okomd MPoPAEPEL Kal avaAUOEL EMUTTWOEWY TOALTIKAG (ex ante 1 ex post avtiotowa):
Mantziaris et al. (2017), Giannakis et al. (2014), Manos et al. (2013), Sintori (2012), Petsakos (2012),
Efstratoglou et al. (2011), Rozakis (2010), Rezitis and Stavropoulos (2010), Petsakos et al. (2009), Manos et
al. (2009), Rozakis et al. (2008), Katranidis (2002). To MARO0OC QUTWV TWV AIMAQ EVOELKTIKWY ovadopwy,
amodelkvieL OTL gv UTIAPXEL EAAELYPA OUTE OTNV aKaSNUAik €pguva OUTE OTO ETILOTNHOVIKO TPOOWITKO
NG XWPAG O OXEON ME TNV SLEPEUVNON TWV CUVETTELWY TWV AAAQYWV TNE AYPOTLKNG TIOALTIKAG 0TV EAANVLKN
vewpyla. Qotoco oL mpoondBbeleg auteg Sev daivetal va Umopolv va SLElcSUooUV TTOPA O MEPLOPLOUEVO
Babuo otnv Stadikacio avabewpnong tng KAM oto Beoutkd kat moAtikd emninedo. MbBavol Adyol autic TG
aduvapiog eival, adevoc n pkpn KAadikn kot yewypadlki KAAUPn Twv &V AOyw UTIOSELYUATWVY KoL

adetépou n aduvapia XELPLOKOU TOUG aTto 1N L6IKOUC.

H Umapén evog, katd 1o PETPO TOUu €DIKTOU, OAOKANPWHEVOU UTOSElYUOTOG TNG €AANVIKNG Yyewpylag,
guxpnotou Kat Sladpaoctikoy, Ba prmopolos va YePupWOoeL TO XAopo PeTafl akadnuaikng Epeuvag Kol Twy
Beoplkwv Gopéwv o oxEéon HE TOV OXeSLOOUO Kal TNV edappoyr) TNE AYPOTIKAG TOALTIKAC. Eva TETOLo
uTodelypa Ba TipEMeL va Kwveital oe 600 dgoveg: Adevog va cUUMEPAAUPBAVEL EVOL GNUAVTIKO KOMUATL TNG
YEWPYLKNAC 5paoTNPLOTNTAC, AELOTIOLWVTOC TNV UTTAPXOUCA EUTELPL KAL TA EMLUEPOUG TOUEAKA UTIOSELyOTa
(optlovtiog afovag). Adetépou, os akoAouBiol PE TIC TPEXOUGCEC EMIOTNHOVIKEG TAOEL, va e€eTdlel TO
Stadopetika enineda (puoikd, BLOAOYIKO, OLKOVOULKO, KOWVWVIKO) oTa omola emtépd n aypoTLKr TOALTIKA

(kadBetog aéovacg).

H Baotkn Aowmov cupPoln tng mapouoag SLI8AKTopKNG SLatplPng elval n avantuén evog oAokAnpwuEvou
urntoSelypatog TG EAANVIKAC YEWPYLOC TO omolo pmopel va xpnolpomolnBel yla TNV €K Twv TPOTEPWV (ex
ante) afloAdynon cevapiwv aypoTikAG TMOALTIKAG. AUTO Kateéotn £blkto Silvovtag Mpwtotuneg AUCELS OE

InTAuata oLVSEONC TWV MPWTOYeVWY dedOUEVWY Tou ALkTUoU Mewpylkng Aoylotiking (AITEAN, FADN) pe éva
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€mionNg TMPWTIOTUTO HOVTEAO paBnuatikol mpoypapuatiopol. EmutAéov n  povtelomoinon kot Twv
apotpaiwyv KaAllepyelwy Kal TN atyompofatotpodiag o KAlpaka mou va KaAUTITEL TO GUVOAO TNG XWPAS
elval efloou kawodavic. TEAOG N TPOCEYYLON TWV HOVIEAWV SPpWVIWV UTIOKELUEVWY, Pla PEBoSOG mou
€lonxOn tnv teAeutala €lKOCAETIA OTNV BepaTK TNG AYPOTIKNAG OLKOVOULOG TIPOCOETEL OTLG KAQOOLKEG
peBOdoug T Sldotacn tng emkowwviag kat Sladpaong HeTaly twv povadwv AfYPng amodaong, Kot
PoodEPEL CUUMANPWUATIKEG TTANPOPOPILEG, OTIWE OL TLUEC TWV EVOLKIWV YNNG HECW TIPOoopOiwaong ayopac I

OL ETUMTWOELG LETPWV TIOALTLKA G OF EOTLAOUEVO XWPLKA ETtineSo.

H Siatplpn ocuykpoteital amod ta €€n¢ emUEPoUC oTolxeia: (a) ouAoyr Twv SeSoUévwY amo TIG SLAdopPEG
TpwToyevei¢ mnyég kal Staxeipion toug, (B) avamrtuén Siemadng yia petadopd twv Sedopévwv  oTO
UTOSELYUa, (V) KATAOKEUN Kol cUYKPOTNon Tou Baotkou Y.EKM pe BAon Tov ypapplko TPoypOUUATIONO, (6)
TAPASELYUATIKA EPOPLOYN TOU yLo. OVAAUGH TIOALTIKAG, (€) EMEKTAON TOU UMOSELYHOTOG E HLETATPOT) TWV
UEUOVWUEVWV povadwv APng anoddaong os ekpuetaAAeloelg/Spwvta uttokeipeva ou alnAemidpolv oto
XWPO KoL 0To XPOvo, (oT) edapuoyn Tou BeATIWHEVOU UTIOSELYUATOC Yia aVAAUGH TIOALTIKIG KOl CUYKPLTLKNA
avaAiuon kat () &nuoupyia cuotiuatog ARPng amodaong mou Ba SleukoAUvel Toug XPHOTEG va
oaAANAeTudpouv pe Ta unodeiypata twv mponyolpevwy Stadikacuwyv. Ta kebdAata mou akoAouBoUlv eival
ONUOCLEUMEVEC ] UTIO dNnUOCieVUan epyaoieg ToOU MePLYPAdOVTOL CUVOTITIKA OTN GUVEXELX KOl QVILOTOLYOUV
ota npoavadepopeva otadla. To MANPEC KEILEVO TOUC TapATIBETAL KATA MEPIMTWON OTO KUPLWG KELEVO KoL

oTa mapaptHpato Tng Slatplpng:

To Sedopéva mou xpnolpomolovvtol oe €va Y.EKM yia thv aloAdynon moATlkAg emnpedlouv
ONUOVTLKA TO OITOTEAECLOTO TOU UTIOSELYLATOG KL CUVETIWE EMNPEAT{OUV OUCLACTIKA TNV alomiotia
tou. H énuocisuon “Data warehouse technology for agricultural policy data: a Greek case study”
e€etalel tnv puon tTwv Sedopévwy Mou eival duvntikd XpAoLua yla tnv afloAdynon tng AypoTikng
MoAwtikNA¢ Kal Tapouaotalel pio Turiky epappoyn omou cuvdualovtal dedopéva and SLadopeTIKES
nnyeg (amoddoelg kaAAlepyelwv amo tig Etnoleg Epeuveg Mewpyiag tng EAANVIKAG ZTOTLOTIKAG
Ynnpeoilog Kal PUETEWPOAOYIKEC ULETPROELG amd To Siktuo otabuwv tou EBvikol Actepookomeiou

ABnvwv).

Mo TG avaykeg tou EAANvikoU umodeiypatog avtAfnoape omd To Umoupyeio AypoTiknG AVAmTuéng
Sedopéva g €peuvag tou Aktuou Fewpytkng Aoylotikng NMAnpodopnang (AIFEAM / FADN) yua ta
€tn 2011, 2012 ko 2013. Tt autd to Adyo To poVTEAD TNG eAANVIKAG MEwpPyLoC TTOU KATAOKEUAGTNKE
ota mAaiola tng Sdaktoplkng Slatplpng, €xeL TNV SuvatoTnTA VA XPNOLUOTOlElL oTolkela
omolaodAmote xpovidg tou AITEAN péoa amd Sopnpéveg Stadikaoieg. O PeETAOXNUATIONOC TOUG OF
pHopdn TETOlO TOU va €ival XPNOLUOTOLNOIUN amd TO OAOKANPWHEVO UTIOSELYUO ATV OPKETA
TEPUMAOKOG KOl OMALTNTIKOC YL auTtd Kol Teplypadetol Eexwplotd oto keipevo «fadnUtils, An R

package for working with FADN data» tou Mapaptrpatoc.

To oAokAnpwpévo untddelypa tng EAAnvikng Mewpyiag Asttoupyel oe eninedo ekpetdAAevong (farm
model) kat meplhappavel otnv TpEXoUoO €KSOON TOU TIC ETULXELPNHOTIKEG EKUETAAAEUOELG TNG
$uUTIKNC TTapaywyng Kal Thv avtiotolyn owyonpoBatotpodia. Ot cupmneplAndBeiceg SpaotnplotTnTE

nepthapBavouv nepimou 1o 80% Twv EKTACEWVY Kal To 60% TG aflag mapaywyng o nimedo xwpag.
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Jto umodelypa 600nke n kwdiky ovouaocio GREFAM (Greek Representative Farm Model). H
OPXLTEKTOVIKI) TOU UTOSELYHOTOC EPLYPAdETAL le AEMTOUEPELA OTO EYXELPLSLO Xpriong Tou, To omolo

napatiBetal oto «GREFAM Model Reference Manual» tou MNapaptrpatog

Xpnoluomnotoape To Hovieho GREFAM yla va KTIUACOUE TIC ETIMTWOELS SLadOPETIKWY CeEVApPiWV
nepldePELOTIOINCNC O 0X£0N UE TO OevVApLo TNG MARPoUG eflowong tng povadilaiag atiag tng eviaiag
evioyuong oe O0An tnv Ywpa. Asixvoupe OTL Ye TNV NepLbepELlONOinOn UMOPOUE VO XELPLOTOUE
KAAUTEPO TOUG AVTIKPOUOUEVOUC 0TOX0oUG TNG KAM o ox€on He To oevaplo Tng mAnpouc e¢lowaong. To
Kelpevo (oe Sladikaoia kpiong oe meplodikd) «Why to regionalize CAP payments: A farm modeling
approach» mpaypateUeTal TNV Topanavw npoomabsia kal eival pia enibelén tng xpnowotnTag Tou

LOVTEAOU yLa TNV a€LoAOyNnon eVOG ETIIKOLPOU Kol PEAALOTLKOU EpWTAUATOC afloAdYNONC MOALTIKAG.

TNV ouVvéXela €eTACAUE TNV SUVATOTNTA CUUMARPWONG TNG CUUBATLKAC TIPOCGEYYLONG TOU LOVTEAOU
dapuag Y.EKM pe xprion tng MPOCEYYLONG UMTOSELYUATWY UE SPWVTA UTOKEIUEVA. H eKTETAEVN
BLBAloypadikr avaokomnan mou SlevepynOnKe e 0TOXO TNV KPLITIKN Kataypadr TnG XpHong TETOLWY
uToSelypatwy otnv afloAdynon Aypotikng MoAtikng Bploketal otn Snpocicuon «A review of Agent

Based Models for Policy Evaluation».

Me Bdon ta ocuumepdopata amod tnv BLRAloypadikr) avaoKOmnon TPOXWPNCOUE, OPXKA OTnv
Snuiwoupyla.  evOC  HOVTEAOU  SpWVTWV  UTIOKELMEVWV/eKUETAAAEVOEWY ME T XPNon
QVTIKELUEVOOTPEPOUG TTPOYpOUUATIONOU (Java), omwe meplypadetal oto keipevo epyaciag «Dealing
with farm heterogeneity on modeling agricultural policy: an Agent Based Modeling Approach» oto
MapdpTtnUa. 3TNV CUVEXELA XPNOLUOTIOLNOAUE £Vol OvVTioTOLo UTIOSelyua, pe SladopeTikd Tpomo
uAomoinong, ylo va SLEPEUVACOULE TIG ETUIMTTWOELS SLadOoPETIKWV oevapiwv mepldepelonoinong os
SLapopPETIKA TTAPAYWYLKA CUCTHHOTA avA TNV XWPa, Owe eplypadetal and to Keipevo epyaciog

«Extending a Farm Model by means of Agent Based Model for Evaluating CAP Regionalization

Scenarios».

TéAog, AapPavovtag umodn to yeyovog nwe n amneubelag xprion umodelypatwy dev eival duvartn
and ta svdladepopeva Yépn mou ennpsdlovrol dpeco /Kot epmAékovtal otnv Slopdpdwaon g
OYPOTLKAC TOALTIKAG, Tpoxwpnoape otnv Snuioupyia evog Zuotnuatog Andng Amddaong. To
oloTNUA OoUTO Tmeplypddetal otnv dnuocicuocn «CAP2020 regionalization design: A Decision
Support System» kol n oXedLACN TOU ETUTPENEL VO EVOWHATWOEL EVOEXOUEVEG avapabuioelg tou
GREFAM. JUYKEKPLUEVA N ETMEKTACN O OAEC TIC eKUETOAAsUOelC Tou OSelypatog pe oclotnua

TPAKTOPWYV Ba SWOEL 0TO CUCTNHA AUTO AKOUA TIEPLOCOTEPEG SUVATOTNTEG.

Mapakdtw OlvoUlEe TEPLOCOTEPEC AEMTOUEPELEG YlA TIC ETUUEPOUG SNUOCLEVUCELS TIOU CUVBETOUV TNV

Sudaktoplkn Slatplpn.

H texvoloyia AnoBnkwv AsSopévwv ota Aaicta tng Aypotikig MoAttikig: Mia peAétn nepintwong ya

Vv EAAGSa (Data warehouse technology for agricultural policy data: a Greek case study)
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Ta &edopéva ta omola Suvavtal va xpnoiwhomolnBolv otnv afloAdynon Tng QypPOTIKAG TIOALTLKNG

TaPoUoLAloUV Ta TAPAKATW LELAlTEPA XAPAKTNPLOTIKA:

1. Yndpyouv MOANEG aoUVEETEG TINYEC TTANPOodopLWY, TLY. SLEBVELS 1 EBVIKEC OTATIOTIKEG UTINPECLEC, PAOELG
Oe60UEVWV SLOXELPLOTIKWY OPEWVY, ETITOTILEG EPEUVEG 1 TAPEAOOVTA OTOLXEID QMO TIAVETILOTAMLO K.ATL.,
KOplo amo TG onoleg dev pmopel va ayvonBel, kabwg autd ta dedopéva eival TNV MPAYUOTIKOTNTA EVAC
OTIAVLOG TIOPOG. EMUMAEOV, QUTEG OL TINYEC €X0UV amoBnkeupéva ta Sedopéva Toug oe SLaPOPETIKEG LOPPEC

f / kot Sopég Baoewv dedopévwv.

2. To 6ebopéva mou pag evdladEpouv, OMOTUTIWVOUV TIOMEC SlooTdosl kaBotL cuxva ol umeuBuvol

XApa&ng MOALTLKAG £X0UV TIOAAQTTAOUG OTOXOUG. AUTEC OL SLOOTAOELS UtopouV va TalvopnBolv wg e€ng:

(i) H PBoduowkn 6idotaon. My. Sedopéva peTewWpPOAOYKA/KALLOTIKA, edadoloyikd KA. [
mapadelypa, otnv mepimtwaon tng Slepevivnong tne enidpaong LLag TOALTIKAG oTn BlomolkAdTnTa i

otn StaBpwon tou edadoug, TETola SeSopéva pag eival amapaitnta

(ii) H texvikn Siaotaon. MN.x. el0poEg, MPAKTIKEG Slaxeiplong, mBaveg amodooelg KA. Ol TEXVIKEG
ox€oelg (6nAadn TOLlEG £L0POEC XPNOLUOTOLOUVTOL VLA ML CUYKEKPLUEVN KOAALEPYEL O Evav
OUVKEKPLUEVO TOMEQ) €elval MOAU ONUAVIIKOG TAPAYOVTAG yla TIC amodACElS TOPAYWYAS TWV
VEWPYWV KAl EMOUEVWE OXETI{OVTAL GUECH UE TO HOVIEAX TIOU OTOXEVUOUV OtnVv afloAdynon tng

OYPOTLKAG TIOALTIKAG.
(iii) H owkovopikn taotaon. M.X. TLLEC ELOPOWV KAL EKPOWV, TIOPOYWYN, EL0OSNUA K.ATT.

(iv) H kowwvikn didotaon. M.x. TAnBuoudg ava Kowotnta, upapida nAkiog KA. Zuxva n aypoTikn
TIOALTIKN €lte OTOXEVEL O €UpECEG OAAAYEG OTn otnv Sldotaon auth elte emnpedletal GUecA amo

avuth (m.x. cuppikvwan / Slatripnon mAnBuopo, avamntuén de€lothtwy K.ATL).

3. Eival emBupunto ta debopéva va TEPLEXOUV XPOVIKA Kal XwpLKn TAnpodopia otnv peyoAutepn duvartn
avaAuon, m.y. oe eninedo aypotepayiov, avd nuépa, KA. Qotdéoo cuxvd, eite n xpovikn Sidotacn dev
kataypddetal eite n xwpikn Sidotaon Sivetal oe eminedo SLOKNTIKAG Tepldépelac. EtoL oL SUO AUTEG

S100TACELG OITOTEAOUV TIEPLOPLOTIKO TTAPAYOVTA YLO TNV EMLOUUNTI AEMTOUEPELQL.

4. Elval tepapytka dedopéva. Mo mopadetypa, n xwpikn / dtokntikr didotaocn nephapBAavel tnv Kowotnta
oT0 XOUnAGTEPO eMminedo Kkal TN XWPA oTNV Kopudr, N mMapaywylkn KateuBuvon av Kol elval CUYKEKPLUEVN
(.., mapaywyn yaAaktog ano aiyeg), ouvnBwe abpolletal o€ IO YEVIKEG KATNYOPLEC (Tapaywyr yAAAKTOG
amnd awyonpoPatotpodia), KAT. Auth n Aoyikn Lepapyia sival onpavtiky, kabwg propet vo SteukoAUvel TNV
kataption Baoswv dedopévwy mou mepléxouv mAnpodopiec and Siadopetikég mNyEG pe SladopeTIKO
eninedo Aemrtopépelag. Eival emiong yxpnown yiati dadopetikol Anmreg anoddacswv evdladépovrtal yla
Sadopetika enineda avaiuong. MN.x. évag SAUog Unopel va evlladEpeTal yla Mo £0TLACUEVN amodin Twy

Sebopévwy, og avtiBeon e To uTtoupyELo TTOU ETILBUUEL LA TTILO GUYKEVTPWTLKI ELKOVAL.

5. Xpnowpomnotlouvtal and xpnoteg pe SladopeTikeg avaykes. MNa mapadelyua, yla Evav umelBuvo xapagng
TIOALTIKAG OpKEL val UMOpEL va Tieplnyeital Kal va avalntd oto dedopéva, eVvw yla KAToLoV Ttou GTLAXVEL
povtéda afloAdynong ToALTKAG T Sebopéva Ba MPEMeL WOAVIKA va €Xouv TNV duvatotnta efaywyng oe

popdn ouvpPaty pe TO HOvIEAO Tou (m.X. MEOW Ulag umnpeciag lotol — web application).
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Y16 To Mplopa Twy MopAnavw SLOMICTWOEWY, 0TV SNUOCLEVUON AUTH KAVAUE Uia cuvtoun mopouaiach TG
texvoloylog tng «Anobnkng AsSopévwv» (Data Warehouse) kat culntriocope Bépata oxediaong oto mAalolo
Se80UEVWV OXETIKWVY PE TNV aloAdynon AypoTikng MOALTIKAC. TNV CUVEXELA TTOPOUCLACAUE Wil HEAETN
nepimtwong ywa TNV KALATiky oaAlayr, omou ouvdudlovtag Oebopéva amd SLOPOPETIKEG TINYEG
npoonadnoape va SoUPe To av n amddoon KATOLWV opoTpaiwv KAAALEpYELWWV emMnpedletal amd tnv
Bepuokpacia kal tnv Bpoxomtwon, ya T nepldépeleg Tng KpATNg Kal tng avatoAlkng Makedovioag &

Opakng.
Ta cupmepaopata ota onoia kataAngope eivat ta €€NG:

H xpnon epyalsiwv avolktou kot Swpedv Aoylopikol eivol eMOPKAG yla va KaAUPEL TIC amalTHOELG

oxebdiaong kat uAomoinong amoBnkwv dedopévwy yla xprion otnv Aypotikni MoALTikr).

H &8waBeon umnpeowv wotol (web services) amd mapoxoug TETowv Oebdopévwy (m.y. EAITAT,
OMEKEME, kAm) £xel kopPikd pOAO OTNV QAMOTEAEOMOTIKY) UAomolnon amobnkwv dedopévwy. H
amoucia TETOWV UTINPECLWY TIOU TIOPATNPEITOL OTOUG €AANVIKOUG SNUOGLOUG OpYAVIOUOUG

Suoxepaivel TNV avamtuén oXeTKWY EPOPLOYWV.
Oa npemel va uTtapxetl Sladikaoia avalitnong, enonpavong kot S1opbwong Aabwv ota Sedopéva,

O oxedlaocuog tng Lepapyiag Twv SlooTAcEWY 0To oXAMO tTNG amobnkng dedopévwy Ba mpénel va

TPOPAETIEL TNV LEANOVTLKA TIPOCOKN KAl AAAWVY TINywv SeSopévwy.

EvaAdaktikd oevapla mnepipepelonoinong te KAM: Mia mpooéyylon MHe UMOSElypa podnuotikou

npoypappatiopol (Why to regionalize CAP payments: A farm modeling approach)

H evdlapeon avaBswpnon tng KAM to 2003 ewonyaye to kabsotwg evialag evioxuong, dnAadn pa
armoouvdedepévn evioyuon oOTOUG YEWPYOUG TIOU OVTLKATECTNOE TIG MEXPL TOTE OUVOESEUEVEC HE TNV
napaywyn embotroelg. H ev Aoyw peTappuBuon mapeixe ota kpdtn PEAN TN SLOKPLTIKA €UXEPELA va
emA£EouV PETAlY TPLWV SLOPOPETIKWV HOVIEAWV EVIOXUONG: TO LOTOPIKO HOVTEAO OUVEESEUEVO UE TIG
napeABoUoeg eVIOXUOELS TWV ETLUEPOUG EKUETOAAEVCEWY, TO TIEPLPEPELAKO LIOVTEAO OTIOU OL EVIOYUOELG
Atav cuvOeSEUEVEC UE OCUYKEKPLUEVECG TIEPLOXEG Kl TO UPBPLOIKO, TO omoio cuvduale XapaKTNPLOTIKA TwV dUo

T(PONYOUUEVWY LOVTEAWV.

JUpudwva Pe TO LOTOPLKO HOVTENOD, N evioxuon oe kABe mapaywyo L0oduvapoUoE UE TN XPNUATOSOTIKA
otnplEn mou €Aafe katd tnv «mepiodo avadopdc» (2000-2002), datnpwvtag otnv MpaAafn adktn tnv
T(PONYOUEVN KATOVOUN TwV TANPWHWY. AVTIBETWG, oUUPwva He TO TePLPEPELOKO HOVTEAD, OAEG ol
VEWPYLKEG EKUETAANEVOELG HLOC OCUYKEKPLUEVNG Tteploxng Aappavouy tnv idlo mMAnpwpun ava ektaplo (flat
rate). H peydAn Stadopd petofl twv SUo autwy povtéAwy Bpioketol oto nwe Stapopdwvetal n povadiaio
afla Twv SIKALWUATWY (TMANPWHN avA €KTAPLO) 0 KABE EKUETAANAELOT, TIAPOAO TIOU TO CUVOALKO TTOGO TOU

nipoUmoAoyLopol dev Sladépel.

Me tn oglpd tng, N petappLBuULon Tng KAM to 2013 avIIKATESTNOE TNV eviaia evioxuon He To KaBeoTwE TNG

Baoikng evioxuong. Auto ouviotatol og Evav UPNVA EL0OSNUATIKAG OTNPLENG OTOUG apaywyoug (repimou
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10 50% tou MPoUTIOAOYLOUOU) TTOU CUUTMANPWVETAL A0 AAAEG EVIOXUOELG LE CUYKEKPLUEVN oToXoBeaia OMwg
elvalt n evioxuon ywa tnv olkoAoywkn uépwuva (greening), n avadlaveuntikr evioxuon (redistributive
payments), ol evioxUOELG E0TLOOUEVEG OTLG MNeploxég Duaotkwy MePLOPLOUWY, TO TIPOYPOUA VEWV YEWPYWV

KoL OL aTOoUVOESEUEVEG CUUTIANPWHOTLKEG EOVIKEC ALETEG EVIOYUOELG.

EmumAéov, n petappuBdulon tou 2013 AmMOOKOMOUGE OTN MEIWON TWV OVICOTATWY TWV TIANPWHWV ava
EKTAPLO. JUYKEKPLUEVA, TO KPATN UEAN TIOU £hAPUOCAV OTNV TPONYOUUEVN TPOYPAUUATIKA Tiepiodo To
LOTOPLKO 1N TO UPPLELKO HOVTENO, KAl dpa SLathpnoay TLG AVICOTNTESG OTIC MANPWHEC ava ekTaplo, Ba énpene

va edpappoocouy pia Stadikaoio cUYKALONG QUTWV.

Qotooo ta Kpatn PEAN eixav t Suvatotnta va Stadopomnotijoouv tn povadiaio afia petafl dtadopeTikwy
TIEPLOXWV KOOOPLOPEVWY BACEL KOLVWVIKOOLKOVOULKWY N QypPOVOULKWY Kpttnpiwv. H Suvatdtnta auth
ovopaotnke mepidpepelonoinon. H nmapovoa dnuocieuon afloloyel tnv emhoyr tng mepldpepelonoinong
otnv nepintwon g EANGSag os oxéon He TNV eMAOYA HLOG EVIALOC VLA TNV XWPA TTANPWHUAG aVA EKTAPLO.
TNV ouvéxelo afloloyeital peyalog aplBpog evallakTikwyv oevapiwv mepldepepelonoinong HeTaly Ttwv
OTtolWV Kall ekelvo Tou TeAKA eTUAEXONKe amd to Ymoupysio AypoTikAG AVAITUENG yla TV TTPOYPAUUATIKN
nepiodo 2014/20.

To mAaiolo afloAdynong twv SLadopeTIKwY oevapiwy MOALTIKNG divetal oto Aldypappa 1.

4
calibration CAP-HIST )
FADN 2013 data  }----------- » farm model Policy Goals and
(2003-2013) related Metrics

v
CAP-REGION
farm model Performance on
2 (2014-2020) selected metrics
A4 kR

3 ,',' K ..l

. A

A 7
v

‘r .
; sequential runs
/

Budget Budget
allocation 1 allocation 2

Budget
allocation m

Rez?;%ZTir;aiEGn Mo Regionalization

Avaypappa 1, To mhaiclo a&lordynong Tov oevapiov neprpepslonoinons (Awadikacicg 1-4).
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Awdwaoia 1: Eva Y.EKM He QVvTIKELWEVIK ouvAPTNON ThV HEyLoTomoinon tou oakabdplotou képdoug,
npoocapudotnke ota dedopéva tou FADN yla To oUVoAo TG eEAANVIKAG EMIKPATELAG Yia To 2013, pe Bdon to

KaBeoTwc moAttikng 2007-2013.

Awadwkaoia 2: To mapandvw HOVIEAO eMeKTABNKE WoTe va €ival cupPatd pe 1o kabBeotwg 2014-2020,

dnAadn tnv duvatotnta tng nePLdEPELOTIOINONG KOL KATIOLOUG TIEPLOPLOLOUG OXETIKA LLE TO TIpaCivioua.

Awdwaoia 3: Me Bdon tov Sloxwplopo twv mepldpepelwv otnv EAAnvikn mepinmtwon (apotpaleg,
Sevlpwdelg KaAAlépyeleg kal Pookotomol), OSnuioupyolvtat 132 mBbavd oevapla KOTAVOUAC TOU
TPoUTOAOYLOHOU TG BACLKNG KoL TPACLYNG evioxuong KaBwg emiong Kal TO OEVAPLO TNG eVLoiag TANPWHAG

ava EKTApLO.

Awadikaoia 4: Me BAaon Toug 0TOXOUG TIOALTLKNAG, OTIWG TEPLYPAdOVTAL OTA ETioNUA KElpeva TNG EupwaikAg
EmutponAg yla TV emikeipevn avabewpnon (2021-2027), kol emAUOVTOC TO HOVTEAO yla KABe cevaplo,

KoTaypAadouE TIG EMBOOELC TOU KABe oevapiou atov kabe atoyo.
To cupnepdopata ota onoia KataAnéaue, e Baon tTnv avaiuaon ylo tTnv EAANVLKN YEwpPYLa, £XOUV we eENC:

H eviala mAnpwpr ava ektaplo ato oUvolo tng xwpag (flat rate) sival oe kaBe mepintwon xeypdtepn
and tnv emdoyn tng neplpepelomnoinong. MNpoodloplioape Ta oevapla meplpepelonoinong ta onoia
£€XOUV OE KATOLOUC armod ToUG OTOXOUG TTOALTIKAG lon amodoaon ue to flat rate kal otoug untdAoLtoug

KaAUtepn. AnAadn to flat rate Sev cupmep\apBAvVETAL OTIG ATTOTEAECUATIKEC KATA MNap£To eMIAOYEC.

H xpnon Y.EKM ywa tnv afloAdynon twv omoouvdeSepévwy €VIOXUOEWV UIMOPEL va TAPACKEL
TANPodopleC OXETIKA HE TNV TPOCAPUOYN TWV eKUETAMeUoswv o avtiBeon pe tnv Kabapd
AOYLOTIK) TIPOCEYYLON TIOU UTIOAOYI(EL OTOTIKA T METABLBAOELS MANPpWHWY. AUTO eival dlaltepa
ONUOVTLKO OTNV TEPUMTWON TOU TO MOVIEAO CUUTEPIAAUPAVEL TOV U OUSETEPO XAPAKTAPO TWV
amoouvOeSEUEVWY EVIOXUOEWY. TNV TEPIMTWON MG autd cuppaivel kabBwg n auvéopeiwon tou
eTUMESOU MANPWUWYV O KABe ekpet@AAeuon ennpedalel To Stabéoipo kedalalo Kivnong Kot v TEAEL

TIC TTOPOY WYLKEC ETUAOYEC.

To ev AOyw Y.EKM pmopel va mapé€xel mMOOOTIKEG KOTELOUVOELS oTouG UTeUBUVOUG XApa&nc TNG
QYPOTLKAC TIOALTIKAG. Ma tapddelypa oTnv nepimtwon nou emntheyel to flat rate, To LOVTEAO eKTIHAEL
Vv andotacn TNC amodoong ToU O KATOLO OTOXO TOALTIKAC ammd Thv amodoon tou KaAUtepou
oevaplou meplpepelonoinong oe autov tov otoxo. Etol pmopel va ektipnBel n avtiotaduion mou
amoute(tal (CUMMANPWHATIKA evioxuon ot HKPEG ekpeTaleloelg, ouvdedepévn evioxuon yla

OUYKEKPLUEVOUG KAASOUG, KATT).

BiBAloypadik) AVOOKOMNON TWV MOVIEAWV SPWVIWV UMOKELWMEVWV yla ThV afloAdynon AypoTiKAG

MoAwtkng (A review of Agent Based Models for Agricultural Policy Evaluation)

H Aypotikry TMOALTIK) QMOMAKPUVETAL oMo METpA MAPEUPAONG OTNV ayopd TPOG £vav cuvduaouo

€0EAOVTIKWV KOl UTIOXPEWTIKWY HETABLPACEWY TTOU CUVSEOVTOL LE TA XOPOKTNPLOTIKA TWV EMLUEPOUG
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YEWPYLKWV EKUETAANEUCEWY, TIG TIEPLRAANOVTIKEG TOUG ETULOOOELG KAL TNV LKAVOTNTA TApoXnG 1 dlatripnong

SNuocLwv ayabwv. Katd cuVEMELD, OL EMUMTWOELG TWV UETPWY TIOALTIKAG evtomilovtal OAO Kal EPLOCOTEPO

OTO HIKpO-eMinedo kal e€apTwvTal armd Ta €L6LKA XOPOKTNPLOTIKA TNG EKAOTOTE EKUETAAAEUONG. ZUVENTWG N

ovAAuon TIOALTIKNG o€ auTr TNV KAlpaka kaBlotavral emikaipn.

OL Berger & Troost (2014) cuvoyioav Ti¢ mpoUmoBEaelg mou MPETEL val TTANPOUV TETOLO LLKPOOLKOVOULKA

HOVTEAQ EKUETOAAEVCEWVY TIPOKELUEVOU VA €lvaL Xpr LU OE AUTO TO VEO MAQLOLO TIOALTIKAG:

EMAPKNAC AETITOUEPELA TNC XPNOLULOTIOLOUEVNG TEXVOAOYLAG, SLOBECIUWY TIOPWY KAl OYPOVOULKWY

ouvbnkwv

EMAPKA KAAU PN TNG ETEPOYEVELAG TWV EKUETOAAEVCEWV

povtehonoinon twv cAANAETILEpACEWY HETAEY TWV TTAPAYWY WY

EVOWUATWON TNG XWPLKAG Sldotaong wote vo e€etalovtal ol aAANAemISpAcelg eKUETAANEVONC-

neplBaAlovtog

KataAnyouv oto cupmépacpa OtL ol to Movtéla Apwvtwv Yrokewévwy (MAY) €xouv tn duvatdtnta va

OVTOTTOKPLOOUV OTIC QVWTEPW QTALTACELS KOl £TOL UMOPOUV VO GUUMANPWOOUV T UPLOTAUEVA UOVTEAQ

eKHeTOAAeVoEWY. Mia oUykplon Twv duo TUTWV povtéhwy Sivetal amod toug Nolan et al. (2009) kot tnv

amewkovifoupe oto Aldypappo 2.
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Aldypappa 2, ApXeTUTIKEG SLadopég HeTAED TNG KAAOOLKNAG ULKPOOLKOVOUIKNG TTPOOEYYLoNG HOVTEAWY dappag

KOlL AUTAG LE CUCTH AT SPWVTWV UTOKELHEVWY (Mpocappoyr) and Nolan et al., 2009)

H eTepoyévela TwV TApAywywv Kol TwV KotavoAwtwy, n aAAnAemnibpaon petafd touc, n xwplkn didotaon
(kowwvika Siktua, ayopéC yng, OMOMLUNOELS K.ATL) MOpoUoLAlovTal WG XAPAKTNPLOTIKO YVWPLOUO TwV
HOVTEAWV SpWVTWV UTIOKELEVWY. ETILIMAEOV, OTNV MEPITTTWON TWV KAOOOKWY LOVTEAWV EKUETAAEVCGEWY, OL
TLMEG KOL OL TTOOOTNTEG LOOPPOTILAG TIPOKUTITOUV ATO TNV OVOKATAOKEUN TWV KAUMUAWV Ttpoodopdg Kot
{Ntnong. AvtiBeta ota MAY n ayopd MPOCOLOLWVETOL HUE PEUOVWHEVEG ouvaAlayEg. Emumpoobeta, ta MAY
XPNOLLOTIOLOUVTAL CUXVOTEPQ OE TIEPUTTWOEL OMIOU OL OUVONKEC LooppoTtiag dev umopolv va emiAuBolv
OVOAUTLKA Kal Otav €ivol emBupunti n apon twv KAAooLKWwY UTToBEcewV TNG BaApaolavig ayopas, Omwe
oTNV TIEPIMTWOonN OMoU avayvwpl{ou e OTL TA UTTOKEIMEVA HOG EXOUV TIEPLOPLOUEVN LKAVOTNTA eneepyaaoiag
mAnpodoplwyv n/Kal TEMEPOOUEVOUG TOPOUC Yyl auThAv. EmmA€ov, TO UTIOKElMEVA WUTOpoUV va

povteAomolnBouv waoTe va mapouoLalouV LKAVOTNTEG LABnong otnv mapodo Tou Xpovou.

e auti tnv dnuocicuon e€etacape tnv oxetkn PBiBAloypadia (MAY otnv afloAdoynon tng AypoTiKAg
MoALtikng) amod to 2000 ewg Kat To 2016 pe okomo (a) va KOTNyopLOTIOLOOULE TIC OXETIKEG TIPOOEYYIOELG Kall

(B) va e€eTdio0OUUE KPIOLEC TTAPAUETPOUC TIOU UIMOPEL VAL KAVOUV TRV Xprion Twv MAY akdpa o supeia.
To CUUMEPACUATA HLOG EXOUV WG EENG:

Na to eninedo Sitapaveiag twv povréAwv: H mAeloPndila twv Snuocteloswv akoAouBeil To
npwtdkoAAo ODD (Grimm et al., 2010), wotdo0o TO YyeVIKO eminedo SLadPAVELAG TWV LOVTEAWY TIPETEL
va BeAtiwOel mepattépw. Kat eAdxloto Ba MPETEL VoL TOPEXETAL TO EKTEAECLO OPXELO TOU HOVTEAOU
Kal Ta dedopéva TnG Snuooieuong wote va eival avamapdfia ta anoteAéoparta. Iavikd Ba nmpemnet
VaL UTTAPXEL TTPOOB Ao KoL 0TOV TiNyaio KWwoLka.

2E OXE0N UE TNV EMAPKELX TNG LOVTEAOTOINONG TNC EKUETAAAEUONG KoL THV xprnon twv Suvatotntwy
™G nmpoaoeyyiong twv MAY: Oa mpémel va yYivouv TIEPLOCOTEPA TPOC TNV KateuBuvon autr, wote
TIPAPETPOL OTWEG N UABNon, oL cUAAOYLKEC SOUEC, N TIPOCOUPUOOTIKOTNTO TWV UTIOKELUEVWY va
ouvoeBoULV KOAUTEPA O€ LOVTEAQ AELOAOYNONG TTOALTLKAG.

H povtelomnoinon tng aAAnAemniSpaong LETALY TwV eKUETAAAEUOEWY KAl TNG XWPLKACG Stdotaonc: Ta
MAY ocupnepAapfdavouv oe onUavtiko Pabuod tig dUo autég dLactacels. QOTO00 TEPLOCOTEPN
npoonaBelo amalteital Wote AUTEG va otnpilovtal os eumelplkd Ssdopéva pe TNV Xpnon

KATAAANAWV OTATIOTIKWY LEBOSWV.

Enekteivovtag éva HOVTEAO EKUETAAAELONG LLE TNV TIPOOCEYYLON TWV MOVTIEAWV SpWVIWV UNOKELWUEVWY: H
nepintwon afloAdynong tng nepidpepelonoinong tng KAM (Extending a Farm Model by means of Agent

Based Model for Evaluating CAP Regionalization Scenarios)

H miewoPndia twv Y.EKM yia tnv afloAhdynon TOAITIKAC XPNOLUOTIOOUV  QVTLTIPOCWITEUTIKEG
eKUETOAAEVOELG, €va Selypa SnAadn tou mpayuoatikol MAnBuouol, BAceL Kpltnplwv OMWE N MOPAYWYLKA

Sdpaotnplotnta, TO OLKOVOLLKO uéyebog, n SlolKNTIKA Tteploxn KATL.
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And tnv aMn mAsupd, ta MAY Baocilovtal otnv mpooouoiwon OoAOkAnpou Ttou TANBUCUOU Twv
EKUETOAAEVOEWY, OV KOl QUTOC oUVHOWG OVADEPETAL O HUIKPEG OXETIKA TePLOXEG (Alyeg kowoTnTEG). 2TO
apBpo aUTO aVAAUOUE OXETLKA CUVTOMQ T TTAEOVEKTHLOTA KOL TO. LELOVEKTAHATO TNG HETABAoNG amd TLG

OVTUTPOOWTEUTLKEG EKUETAAAEVOELG OE lovTeAOTIOINON e ToV AN PN MANBUOUO EKUETOAAEVUCEWV.

Ta odéAn cuvoilovtal wg €€NG:
Avvatotnto Bewpnong TNS XWPLKNAG SLACTAONG LE TIEPLOCOTEPN aKPiBeLa
Avvatotnto va AndBei umoPLv n eTEpOYEVELN TWV EKUETOAAEVOEWVY OE HEYAAUTEPO BaBud
KaAUTtepn avamapdotacn Twv oXEcewv dLadpaong LETAEY TwV EKUETAAAEVCEWY

KaAUtepog cUVTOVIOUOG Le Bloduoikd LovTEAQ

ATO TNV GAAN oL ETIITAEOV AMALTAOELG TTOU €YELpOVTAL e QUTH TNV HeTdBaon, cuvoilovtal wg e€Ng:
AUEnon twv anattioswv os dedopéva Kol LELWUEVN aKpiBELa TwV MapaTnproswy
MNeplLoadTeEPEC UTIOBETELC YIa KOUBLKA OTOLYEIQ TOU LOVTEAOU

Ta anoteAéopata eUmePLEXOLV peyoAUTepn afefalotnta

JTNV CUVEXELA AVOTTTUEE £va TIPOTUTIO LOVTEAO HE Spwvta UMOKElpeva, Omwe daivetol oto Aldypapua 3.
Ta opBoywvia oynuato eivol UTOPOVTEAQ evw Ta KAUTMUAQ oxAuata ocupPoAilouv tnv oavtaliayn

Sebopévwv PETall Twv S1AdopwV UTIOLOVTEAWV.

H pon epyaociag tou povtélou €xel wg €€ng. Metd tnv apyikomoinon twv Sedopévwy, EEKIVAEL TO
UTIOLLOVTEAO TIPOYPAUUATIOUOU TTAPAYWYNG TWV EKPETAAEVCEWY, TTOU BacileTal OTO HOVTEAD HLABNUATLKOU
T(POYPOUUATIONOU  TWV  OVIUTPOCWIEUTIKWY  EKUETAAAEUCEWY. ITNV  CUVEXELD QVAVEWVETOL N
XPNLLOTOOLKOVOLKA KOTAOTAGCN TNG EKUETAAAELONG, KOl OTIOLEG EKUETOAAEVUOELG EXOUV YLO KATIOLEG XPOVLEC
OUVEXWE aPVNTLKO OTOTEAECUA, OQMOXWPOUV amd Tnv Tpooopolwon. TNV CUVEXELD Kal PE Bdon ta
TAPATIAVW OTOTEAECUATA, Ol EKUETAAAEVOEL AapuPdavouv Pépog o pia ayopd evolkiaong yng, HECW TNG

ormolag pmopet va emektabolv ] va cupplkvwBolv.

H edoppoyn Tou mapandvw HoviéAou £ylve oto oevdplo tou flat rate kal os tpla emileypéva oevapla
neplpepelonoinong, Ta onoia avadeixdbnkav anod nponyouuevn gpyaocia (Why to regionalize CAP payments:
A farm modeling approach), to 0-50-50 (0% tou TpoUToAoYLoMOU OTLG apotpaieg, 50% otig SevEpwdeLg Kat
50% otoug Bookdtomoug), to 65-20-15 kal to 70-0-30. EmumAéov emAEXONKAV HOVO EKUETAAAEVOELG UE
TLAPOYWYLKO TIPOCAVATOALOUO apoTpaiwv KAAALEPYELWY, alyortpoBatotpodiag ) Helktd. Emiong emAéxOnkav

8 XopaKTNPLOTIKOL VoL,

Ta amoteAéopoTa ToU MaPoUCLAlovTol oThv gpyacia replypddouv yla kabs vouo to UPog Tou evolkiou yla
TG 0pSEVOUEVEC KOL T PN apSEUOEVEG EKTACELG KOOWE KOl TNV KATAOTHON ota akabdplota képdn ova

TLAPAYWYLKN KATeLOUVON, O CUYKPLON LE TO CEVAPLO TNG MARPOUC LOOTNTOC TWV EVIOXUOEWV AVA EKTAPLO.
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Avdypappa 3, H dopi] Tov povtéLov dpAOVTOV VTOKEINEVEOV

Z0otnua ARYPng Anddoaong yia tov oxedlacpo tng nepipepelonoinong tng KAM (CAP2020 regionalization
design: A Decision Support System)

‘Eva Zuotnua Anqng Antdédaong (2YA) eival Wblaitepa xpriowo otnv dtadkaocia tng afloAdynong oevapiwy
QYPOTIKNAG TOALTIKNG €dOcov elval oe B€éon va HOVIEAOTIOLEL TIG EMUTTWOEL TNG TOALTIKAG KOL VAl TLG

TapouoLalel oToug anodaci{ovie. IXETIKA CUCTAUATA AVOPEPOUE EVOELKTIKA TAPAKATW.

OL Manos et al. (2010) napouctalouy €va IYA OXETIKO UE TNV aELPOPO AVANTUEN KAl TNV MPOOTACLA TOU
TePIBANOVTOC TWV YEWPYWKWY TeploXwv. To olotnua otoxeVel otn PeAtiotonoinon tou oxediou
TaPAYWYNG KOG YEWPYLKNG Tteploxng AapBavovtag umodn toug Stabéopoug mdpouc, TG mEPLBOAAOVTLKEC
TLAPOUETPOUC KL TOUC KPLOLLOUG MAPAYOVTEG TNG TIEPLOXNG QUTNG. ZTNV gpyacia Toug, ol Borges et al. (2010)
otnpilouv to ZYA o€ £€va HOVTEAO yla TNV MPORAeN TWV EMMTWOEWV TwV oAAaywv TG KAM oTLC TLUEG TNG
YNC OTLG ayPOTLKEC TEPLOXEG (oupmepthapBavopévng tng Saotkng yng). Ot Louhichi et al. (2010) cuvdéouv
oTo IYA éva BLOOLKOVOULKO HOVTEND YEWPYLKWV ekpeTaAAeboswy. Ot Bournaris and Papathanasiou (2012)
napouotalouvv éva IYA Omou Tpocopolwvovtal SladopeTIKA oevdpla TOALTIKAG Kal umoAoyilovtal ot
EMUTTWOELG oTa OXESLA TTOALTIKAG. TéAOG, oL Rovaia et al. (2016) mapouotdlel éva IYA yla tn Slaxeiplon Tou

0ypOTLKOU TOTTOU.

Jta mAaiola tng duvatotntag TG Ywpog va edpapudoel Tnv nepidepelonoinon tng KAM, éva IYA umopel va

BonBroeL otnv amoteAeopaTIKOTEPN Kol Sladaveéotepn oxedlacn TNG TOALITIKNAG KOOWG Kal otnv Aueon
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eUmAoKN Twv evdladepopévwy (aypoTteg, cuveTalplopol, dnuol, meplBAANOVTIKEG OPYAVWOELS, TIOAITEC KATT)

otnv dadikaoia.

Q¢ €k ToUTOU, oTNV dnuocieuon auth uAomolnoape Kal tapouolaloupe éva Tétolo IYA. Ita Alaypappota 4
Kol 5 mapouotdlou e ev cuvtouia U0 amo TIG ONUAVTIKOTEPEG AELToUpYLleg Tou, TNV SladpaoTikn Stapéplon
TwV TepldepelwY amd Tov amnodoaoilovta Kal tnv emiong SLadpaoTIK KATAVOUN TOU TpoUmoAoyLopou

HeTafl Twv MepLdEPELWV.

IV mMpwtn mepimtwon o amodoaci{wv emAéyel TIc HeTaBANTEC pe Baon TIG omoieg BEAel va yivel n
Slapéplon Twv meplPepElwV (Y. VOUOUG, TEPLPEPELEG, OYPOVOULKEG {WVEC) KOl TIC METAPANTEG TOU
ovadelkvOoOUV Ta XOPAKTNPLOTIKA TwV Slauepioewv TTou TPOKUTITOUV (T.X. oUVOAO evicxUoswv, aplBuoc
eKpeToAAeVoswyY, afla Tapaywyng, KATL). Emelta, dnuovpywvtag mepldpépeleg amd to oUVOAO OAWV TWV
mBavwv Slapepioswv PAEMEL TA XOPAKTNPLOTIKA TNG KAOe Tepldépelog (aplBuog ekpetarlevoswy, UPoC
evioyuong, evioxuon ova OTPEUMA, KATL), MEXPLG OTOU KOToAngel otnv  emBupnty dopn NG

nepidepelomnoinong. To cloTnua Umopet va To utoBonBnoel ekteAwvtag avaluon opadwv (cluster analysis).

Jtnv 6eltepn meplmtwon kat adol o XpNoTtng €XeL SNULOUPYNOEL TG ETUBUUNTEG TiEPLPEPELEG, UMOPEL va
TEPAUATIOTEL HPE TIC EMUTTWOEL OLOPOPETIKWY KATAVOUWY TOU GUVOAIKOU TPOUTIOAOYIOUOU OTLG
niepldépelec (BAEMOVTAG TOOO OE TIVOKEG OO0 KO O XAPTEG TI AUEOUELWOELG OTA TTOOA TWV EVIOXUOEWV avVa

KOTnyopia olkoVOopLKOU HeyEBoUG, VOO Kal ei60¢ KaAALEpYELag).

Y10 péAAoV oxeblaloupe va enekteivoupe TN Paon 6eSopévwy Tou IYA e KOWVWVLKOOLKOVOULKA SeSopéva.
ErumAov, Ba eVOWHATWOOUUE TA HOVTEAQ HABONUATIKOU TIPOYPAUUATIOHOU TG SlatplBrg €Tol wote va

propel va aflohoynBel kaL n TPocapuUoyn TwV eKUETAAAEUCEWV OTA ETUAEYUEVA OEVAPLA TIOALTIKNG.
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Introduction

The Common Agricultural Policy (CAP) was introduced in 1962 and got fully implemented in 1968. It is
considered to be the first real EU common policy replacing all relevant national agricultural policies while
since then numerous reforms have been applied (Pezaros 2000). For the last 20 years, every year CAP is
absorbing more or less about 0,5%-0,6% of the EU GDP and 50%-60% of the EU budget. Therefore CAP

evaluation is a persisting issue in the Agricultural Economics field.

The new CAP (2014-2020) design, acknowledging the wide diversity of agronomic production potential and
climatic, environmental as well as socio-economic conditions and needs across the EU, offers
implementation flexibility to member states. Indicatively, member states may differentiate the basic
payment per hectare according to administrative or agronomic criteria; choose from different options for
internal convergence for payments per hectare until 2019; opt in for the right to use a redistributive
payment for the first hectares; enable the “small farm scheme”, where small farms receive an annual
subsidy of 500€ - 1250€ with minimal administrative burden; preserve a limited amount for coupled
payments; grant an additional payment for areas with natural constraints (as defined under Rural

Development rules) .

Inside this flexible CAP framework, the current agricultural policy evaluation models reach their limits.
Econometric models cannot give guidance in such major policy shifts and general or partial equilibrium
models cannot reach the necessary microeconomic resolution. Since the impacts of policy measures depend
on the specific farm characteristics, getting insights at disaggregated level and spatial scale becomes relevant
for both policymakers and researchers. Consequently farm scale policy analysis is becoming very relevant

and is suitable for CAP policy analysis.

In Greece there is already a significant number of research work based on farm models for evaluating CAP.
However they are mainly focused on crops whose regime have changed drastically, i.e. tobacco and cotton,
and do not make projections for the Greek agriculture as a whole. The reader can refer to the papers of
Katranidis (2002), Petsakos et al. (2006), Rozakis et al. (2008), Manos et al. (2009), Rozakis (2009), Petsakos
et al (2009), Rozakis (2010), Rezitis & Stavropoulos. (2010), Efstratoglou et al. (2011), Sintori (2012), Petsakos
(2012).

The main aim of the doctoral dissertation is to develop an integrated model of the Greek agriculture that can
be used for the evaluation of agricultural policy. An additional objective is to complement the conventional
representative farm model with the Agent Based Modeling approach. For this purpose, the following steps

were followed.

Handling farm model input data

Data handling and transformation is a core component of a country wide farm model. . Thus the publication

"Data Case Technology for Agricultural Policy Data: a Greek Case Study" discusses the agricultural policy
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related data particularities presents a policy application combining data from different sources using the

Data Warehouse technology.

The Greek integrated farm model presented later in the dissertation uses data from the Farm Accountancy
Data Network (FADN). The data was obtained for the years 2011, 2012 and 2013 from the Ministry of Rural
Development in raw format. The transformation in a form is usable by the farm model was quite laborious
and was elaborated by constructin an R package named fadnUtils, as described in the Apendix "fadnUtils, An

R package for working with FADN data".

Builiding a farm model that represents the majority of Greek Agriculture

The mathematical programming farm is named Greek REpresentative FArm Model (GREFAM). It covers over
25 activities from the plant and animal sector, including sample farms that represent more than 80% of land
and 60% of production value of the Greek agriculture. A detailed description of the model is given in the
Appendix «GREFAM Model Reference Manual»

Applying GREFAM model to a policy problem

The paper «Why to regionalize CAP payments: A farm modeling approach» describes in detail an
application of the GREFAM model. The performance of regionalization versus a country uniform payment
per hectare is compared for various policy objectives. We show that, at least in the case of Greece,
regionalizing CAP payments can cope better with the CAP conflicting objectives that reside simultaneously
on economic, social and environmental dimensions. The paper exhibits the usefeulness of the farm model

for evaluating a contemporary policy problem.

Augmenting the farm model by means of Agent Based Modeling approach

The paper «A review of Agent Based Models for Policy Evaluation» thoroughy examines the advantages

and the challenges of complementing the farm modeling approach with Agent Based Modeling.

Based on the above findings we created a relevant ABM based on the Repast object oriented software
framework, as described in the working paper «Dealing with farm heterogeneity on modeling agricultural
policy: an Agent Based Modeling Approach» in the Appendix. We further developed another ABM model
with a different implementation approach for examining regionalization scenarios in order to complement
the GREFAM findings. This is described in the Working Paper «Extending a Farm Model by means of Agent

Based Model for Evaluating CAP Regionalization Scenarios» in the main text.

Packing the models into a Decision Support system.

Policy makers and stakeholders, in most cases cannot make a direct use of the above models. A Decision

Support System that will act as the interface between non experts and the dissertation’s models is a
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prerequisite for will be of great usefulness for the wider adaptation. agricultural policy evaluation. This is

described in the publication "CAP2020 regionalization design: A Decision Support System”
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Abstract. Statistical data for agricultural policy analysis has certain unique features: a multitude of sources of very
different nature; a variety of dimensional granularity; different end user requirements. The utilization of Data
Warehouse (DW) technology is valuable for tackling the above issues and successfully offering data to policy
stakeholders and modelers. In this paper, we briefly introduce the DW technology, discuss the DW design issues in
the context of policy related data and investigate the several difficulties identified on building and using a DW for

monitoring crop responses to climate change for two Greek regions.

Keywords: Agricultural Data, Data warehouse, Online Analytical Processing (OLAP), Agricultural Policy.

1 Introduction

Worldwide, the agricultural sector is receiving a significant amount of state funding through various
agricultural policy tools. In a recent report of the Organization for Economic Co-operation and Development,
the included countries (50 countries, accounting for the majority of global agricultural value added) provided
an annual average of EUR 469 billion of support to their agricultural producers directly in the years 2013-15
(OECD, 2016). Thus the efficient allocation of funding in order to accomplish the strategic goals of the policy
makers is essential. Agricultural policy analysis is concerned with evaluating the instruments of providing

subsidies to the agricultural sector, ex ante or ex post (Alston & James, 2002).

Although this evaluation is based on theoretical models, most often evidence is sought for empirical
validation. In fact, as Runge (2006) notes, the agricultural economics subject itself arose in the late 19™
century partly due to the fact that the U.S. Department of Agriculture (USDA) had compiled rich datasets
some decades earlier. Consequently data is of prime importance for agricultural policy analysis, since it is

utilized by policy makers to make qualitative judgments and by researchers to build quantitative models.
This agricultural policy related data bears certain special features:

1. There exist many independent sources of information, e.g. international or national statistical
offices, diversified administration databases, field surveys or past data from universities, etc.,
none of which should be disregarded because agricultural data is actually a scarce resource. Those
sources possibly store their data in different formats or/and different database schema

definitions.
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2.

The related data expands horizontally on various dimensions since frequently agriculture policy
makers pursue multiple goals. Those dimensions may be classified to (i) biophysical (weather or
soil related, animal population, etc.). A usage example may be to investigate the effect of a policy
to a region’s biodiversity or soil erosion; (ii) technical/technological (input-output relationships,
management practices, etc). Technical relationships (i.e. what inputs are used for a certain crop in
a specific area) are very important factors for farmers’ production decisions and thus are directly
relevant to agricultural policy; (iii) economic (prices of inputs and outputs, production, income,
etc.) containing data that is directly related to policies; (iv) social (population per community, age
pyramid, etc) since often agricultural policies target at altering (e.g. shrinking/maintaining
population, developing skills, etc) rural societies. See Elizabeth et al. (2005) for a typical policy

case study where all of the above dimensions are relevant.

The temporal and spatial dimensions are relevant to their finest available detail. The first is
important to note because temporal dimension might not be always recorded, especially in the
case of operational databases. Also, normally policy makers are interested on policy effect

estimation to the finest administrative unit and the constraint for doing so is data availability.

Dimensions are mostly of hierarchical kind. For example the spatial/administrative dimension
includes the community at the lowest level and the country at the top; production type can be
very specific (e.g. production of milk from goats) concluding to aggregated level (e.g. production
from animals); time from daily to yearly; etc. This logical hierarchy is relevant, since it can facilitate
the compilation of databases that hold information for different level of detail and can also be
useful for presentation purposes to different stakeholders of the policy making process (e.g. a
municipality officer may be interested on a more focused view of the data, in contrast with a

ministry officer that is interested on an aggregated picture).

Data is utilized by different kind of users, each with diverse needs. For example, for a high level
policy maker or an administration officer it is sufficient to browse the data through a web
interface or browse the results of a data mining procedure while for a modeler the data will

ideally be directly imported to his / her model (e.g. by means of a web service).

The above specific features of agricultural policy related data designates Data Warehouse (DW) technology
to be ideal for usage in agricultural policy monitoring and evaluation. DW can effectively facilitate collection
of data from different sources explicitly maintaining temporal information; integrate and present
multidimensional data; deal efficiently with hierarchical dimensions; and output data in different ways
(Boulil et al., 2014; Rai et al., 2008). The application of DW in agricultural policy evaluation is not a
straightforward process since DW technology is a set of processes rather than a ready-to-deliver product and

there are specific design requirements that are discussed in the rest of the paper.

In the broad domain of agriculture there are several cases where a DW was introduced to manage statistical
data. One of the earliest appearances was that of the US Department of Agriculture’s National Agricultural
Statistics Service (Yost, 2000). Another attempt was that of the development of a central Data Warehouse at
Indian Agricultural Statistics Research Institute (IASRI) at New Delhi (Chaturvedi et al., 2006; Rai et al., 2007).
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Abdullah and Hussain (2006) describe an Agriculture extension DW that monitors cotton pests in Pakistan.
Van Broekhoven (2007) describes a DW system developed for presenting the Belgian Farm Accountancy Data
Network data. Additionally, DW solutions are also applied to agricultural business problems. For instance,
Schulze et al. (2007) use a DW in a dairy precision farming context, to collect data from different dairy

enterprises and efficiently derive timeline measures for examining disease treatments.

In the rest of the paper, we briefly introduce the DW technology (section 2.1), discuss design issues in the
context of policy related data (sections 2.2 and 2.3) and investigate the several difficulties identified on
building and using a DW for monitoring crop responses to climate change for two Greek regions (section 3).

Finally a summary of conclusions is drawn (section 4).

2 Data Warehouse Technology for Agricultural Policy

2.1 A brief introduction to Data Warehouse technology

As Ballard et al. (1998) notes, a Data Warehouse (DW) is not a product but rather a solution for transforming
plain information to knowledge. More specifically they define Data Warehousing as “the design and
implementation of processes, tools, and facilities to manage and deliver complete, timely, accurate, and
understandable information for decision making. It includes all the activities that make it possible for an

organization to create, manage and maintain a data warehouse or data mart”.

The current DW process lifecycle includes a wide set of operations (Casters et al., 2010; Kimball and Ross,

2013) as depicted in Figure 1. The first step towards DW development is the identification of data sources.
Usually a disparate (i.e. in respect to mean of storage, access protocols, logical organization, data quality,
etc.) set of sources is used and thus an intermediate procedure called “Extract, Transform, Load” (ETL) is
required in order to prepare plain data and load it in the DW engine. Finally the DW data is not directly
accessible by end-users but accessed by means of reports, data mining interfaces and On-Line Analytical
Processing (OLAP) cubes. We provide some DW technology term definitions in order for not so familiar

readers to be able to follow the rest of the paper.

The notions of fact, dimension and measure are central for designing a DW (Malinowski and Zimanyi, 2008).
Facts are collections of related data items, e.g. the utilized agricultural area taken from a census. Dimensions
are the structures that categorize facts, e.g. the product, the region or the time that the reported utilized
area refers to. Measures are facts that are aggregated to dimension tuple, e.g. the utilized agricultural area
for a specific region and a specific year. This different dimension aggregation can be depicted as a cube (in
the case of three dimensions) or a hypercube (more than three dimensions), where each cell of the cube is a
measure. Star schema is a relational database schema where one or more central fact tables are linked to
one or more dimension tables. DW development process can be abstracted to the mapping of the selected
data source data schemas to the DW star schema. A Data mart is a collection of facts, dimensions and

measures that are subject specific. A DW is actually a collection of data marts.

In figure 2 we provide a visualization of a data mart and the connection between facts, dimensions,

measures, cubes and star schemas. The fact of the utilized agricultural area (UAA) is connected to three
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dimensions: Date (in month resolution) that UAA was measured, the product and the region that the
measurement is referring to. There is a direct correspondence between the star schema and the data mart

cube. Each cell of the cube is a measure (what is the UAA of product X in region Y at date Z).

Online Analytical Processing (OLAP) is the multidimensional view of data stored in a DW. OLAP cubes are
view structures that correspond to DW cubes like in figure 2. OLAP functionality includes basic navigation
and browsing, i.e. view a slice of the data cube (one or more dimensions constant), dice (create a sub-cube),
drill down/up (from aggregated to more detailed dimensions levels or reverse) and roll-up (summarizes data
along a dimension). Also statistical analyses, time series creation and more complex modeling can be

utilized.

Nevertheless there is a significant literature on DW technology. For a swift introduction we suggest the
guides from Ballard et al. (1998) and Lane et al. (2005) and for going deeper into the subject the books of
Ponniah (2001), Adamson (2010) and Kimball and Ross (2013).

2.2 Agricultural Policy Data Warehouse Design Issues

As Jukic (2006) notes, in DW design there are two main schools of thought: a bottom-up approach (Kimball
et al., 2013), where subject-specific data marts are independently created. These are eventually integrated
in a common “dimension bus” forming the data warehouse; a top-down approach (Inmon, 2002), in which
the data warehouse (i.e. the collection of individual data marts) is built after the normalized enterprise data
model has been set. To further clarify we will provide the agricultural policy relevant example, where we

want to monitor/evaluate the agricultural policy of an EU country.

In the bottom-up approach, we would immediately proceed to creating a data mart for a specific policy
measure. Let’s assume that due to data availability we choose to create a data mart for direct payments to
farmers, using data from the national payment authority. The star schema contains a fact table about the
amount of payments, while the included dimensions are: farm production orientation; farm’s region (in
prefecture resolution), time of payment (in month resolution). After some time a request to monitor agro-
environmental measures is coming, so we create a new data mart with the same procedure, catering for the

alignment of the common dimensions, if possible.

For the case of the top down approach, the agricultural policy is fully analyzed and all desired reports and
OLAP functionality are determined from the beginning. The relevant sources shall be established (e.g. see
Table 1 for a list of Greek agricultural sources) and all relevant dimensions be included sketched in a 3-
normal-form dimension star schema. Then ETL procedures are applied, data marts are populated and OLAP

functionality is provided to end users.

What is the most appropriate approach for building a DW for agricultural policy monitoring and evaluation?
As discussed in the introduction, agricultural policy related data is connected with many distinguished
dimensions and is derived from many independent sources of information. Thus in the top-down approach
all costs are incurred at the beginning of the project. Furthermore, since many independent administrative
departments and stakeholders are involved, project requirements may change, unpredicted problems may

arise and thus the final outcome is uncertain. Instead a bottom up approach will produce usable results in
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short time, demonstrating the virtues of using DW technology to the stakeholders increasing the motivation
for adoption from other departments too. In resume, the complexity of the stakeholder’s structure that is

most often found in agricultural policy context can be effectively managed with the bottom-up approach.
2.3 Design and implementation of policy related data marts

Regarding the design and implementation of a single data mart, using the bottom up dimensional model, we
adapt the DW design lifecycle proposed by Ballard et al. (1998), as shown in Figure 2, and discuss the various

steps in the agricultural policy context.

1) Subject and scope definition: In the beginning a single subject shall be defined. The question that is to be
answered here is “what and why do | want to analyze”. Example subjects are: “monitoring crop yields in
response to climate change” (see following section); “the effect of a specific policy measure on the

biodiversity of arable crop fields”.

2) Data sources identification: After there is a clear idea on the what-why questions, it is easier to identify
the relevant data sources. Regarding agricultural policy related data, apart from the traditional sources (e.g.
statistical offices, etc.), there are some emerged data sources worth considering: geo-referenced agricultural
and environmental data sources, like meteorological remote sensing systems, satellite images; computer
applications where farmers can record their practices (Pinet and Schneider, 2010); data from agricultural
institutes and projects (Janssen et al., 2012). In general, there is a variety of data sources that can be proved
useful, for example see Table 2 for the case of Greek agriculture. Also the use of web services can provide

easy access to that data.

3) Star schema creation: Regarding agricultural policy context, certain dimensions are expected to appear
often: Type of activity, temporal and administrative unit classification. Their organization in a hierarchical
way will facilitate the data analysis phase and the related operations (drill up/down, slice, etc.). Other
dimensions are also expected to be present (farm size, various categorization of farming types, etc.) and
should be catered accordingly. Also the logical conformation of the dimensions takes place in this stage and

a relevant discussion on dealing with such issues is made in Nilakanta et al. (2008).

A good systematic method for the conformation of a dimension that is common in different data sources is
depicted in Figure 3. A directed graph is constructed where each node represents a resolution level of the
dimension. There is also a directed hierarchical positioning of the various dimension levels (e.g.
municipalities are connected to regions, regions to countries, countries to continents, etc.). If there are
dimensions levels of different data sources that are exactly the same, then they are both written within the
same node in a way that the information of the source is maintained (e.g. {LAU-1} and [Municipalities],
where {} notes that the level name is found in Eurostat data source and [] in Greek statistical office). Any
acyclical subgraph that starts from the lowest level node and ends to the highest can be a hierarchical

conformed dimension for two or more data sources, as long as they are present in at least one node.

To clarify, in Figure 4, there are three such subgraphs: 1,2,3,5,6,7,9,10 which connects Eurostat and Greek
Statistical Office hierarchy with [Prefectures] to be a missing level; 1,2,3,4 ,6,7,9,10 which does the same

with {NUTS-3} be missing; and 1,2,3,5,6,8,10 which connects the above data sources and FADN source. A
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researcher will select the dimension merge that is more suitable for his needs (i.e. missing dimension is not

important) and there is also the option of attaching more than one merged dimension to the data.

4) Design and application of ETL processes: Due to the variety of data sources, ETL design is expected to take
a significant proportion of the project’s workload. If the data was originally produced for operational use (an
example can be found in Schulze et al., 2007) it is very possible that the time definition will be missing (i.e.
only updated data will be present) and shall be explicitly inserted in this step. Also the application of the ETL
process may reveal weaknesses on the data quality of certain organizational units (e.g. maintained in plain
excel files, no remote retrieval methods, etc.) and the provided feedback would improve the overall IT

infrastructure of the policy structure.

5) Design and creation of OLAP cubes: Due to the existence of different users with different needs, the
access to the OLAP cube, ideally should be provided through a web interface with the ability to export in

various formats and also through automated retrieval offering web service access.

3 Case Study: A Data Mart for Monitoring Yields and Climate Data

In order to demonstrate the power of using DW technology we apply the previously discussed design
workflow in a climate change case study. Our implementation uses free licensed tools: MySQL> as DW
storage data base, Kettle?® to facilitate collection, transformation and loading of data and Mondrian* to

create the OLAP cube and apply data analysis and SpagoBI’ server to enable the execution of the OLAP cube.
We discuss in detail the implementation of the already presented design workflow:

Step 1, Definition of subject and scope: We want to monitor crop yields, weather conditions and their
relation in order for policy makers to anticipate any climate change effects. Due to budget and time
constraints we selected to monitor and evaluate two regions: Thrace (8,578 km?) which is the northernmost
Greek region and Crete (8,303 km?) which is the southernmost one. Both areas cover about 20% of the
national utilized agricultural area. We also decided to focus on certain crops: cereals, cotton, tobacco and
olives. Our selection diversifies the geographical and product scope so that the results are representative

enough.

Step 2, Data sources identification: A major criterion for selecting a data source was, apart from being
relevant to our subject definition and scope, to be publicly accessible. See Table 2 for a list of candidate data
sources. We selected the “Annual Agricultural Statistical Survey” since it provides annual data in fine grained
administrative resolution (after our special request) for production volume and crop areas and thus detailed

crop yields can be derived. We also use meteorological data (rain height, temperatures, etc.) recorded from

2 https:/iwww.mysgl.com/

http://community.pentaho.com/projects/data-integration/
http://community.pentaho.com/projects/mondrian/
http://www.spagobi.org

3
4

5
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the National Observatory of Athens that maintains a network of 347 scientific meteorological stations® all

over Greece, since it is the most complete source of this kind of information.

Step 3, Star schema creation: In this step it is crucial to identify and deal with any data peculiarities (e.g. how
missing values are treated, is there any implicit dimension hierarchy, etc.), either through studying metadata
or contacting the authority that supplied them. A list of the relevant dimensions and measures of the data
sources will facilitate the creation of the star schema and the application of the previously described
methodology will also be helpful. In our case this list is provided in Table 2. Considering missing values of
certain dimensional data, the policy was to ignore the whole row of data. In the case of missing fact data

adopted a null value which resulted in exclusion by aggregation calculations.

Dimension conformation was not so difficult for time and administrative dimensions. Regarding time
dimension, there is a clear hierarchical relationship (day, month, year). As far as spatial (in meteorological
data) and administrative unit (in agricultural statistics) dimensions, again a specific point in space can be
clearly attributed to a municipal entity. On the other hand the dimension hierarchy shall be carefully crafted
because any future data mart development will overall be more efficient if it is based on the existing
dimensions. Thus, before concluding, we investigated other potential future data sources (see Table 1). This
is more evident in the production activity dimension, where there are at least three different nomenclatures
(Eurostat NACE-2, Eurostat LUCAS, Greek Statistical Office). We based our hierarchy to the Greek Statistical

Office but inserted latent levels so that in the future other nomenclatures can be merged where possible.

Finally three star schemas were created: standalone production; standalone meteorological data; and
another one for combining them. For the latter (Figure 6) we faced a certain challenges and thus provide
more details: Yearly area, production volume and yield can be directly derived from production data. Mean
and low temperature, rain mm per day is also directly available from weather data. The challenge was that
the time dimension granularity was incompatible between the two data sources (weather on daily and
production on yearly basis). An OLAP cube can successfully deal with this by aggregating (averaging,
summing or giving the minimum) the finer detailed data (weather) to the least detailed one (production), i.e.
present meteorological aggregated data in year resolution. But due to the impact of within year weather
conditions to the overall behavior of crops (e.g. a very rainy summer could dramatically decrease/increase
yields even if the year average was close to normal), this would result in a significant loss of information.
Thus 36 additional measures were calculated: one for each month of a year and for each of the direct
measures (mean and low temperature, rain mm), i.e. 12 months times 3 measures. To clarify even further a
subset of those 36 measures is: mean temperature of January; mean temperature of February; ..., mean
temperature of December; lowest temperature of January; ...; rain mm of December. Consequently in the

combined star schema a total of 39 facts are included.

Step 4, Design and application of ETL processes: Regarding the Annual Agricultural Statistical survey the
problems we had to deal with was the relatively poor data connection interface (data was provided in excel
files) and the fact that administrative coding schemes between 2000-2010 and 2011-2012 periods were

different. Regarding meteorological data connectivity was also an issue, as they were provided through plain

6 http://meteosearch.meteo.gr/
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text files with fixed format but inconsistent across years and recording stations (data on some text files was
starting on 11™ row while for others on 12" and a relevant problem for data column start). Kettle was a
valuable tool and handled efficiently the whole process, although meteorological files were more convenient
to be downloaded through an http client and pre-processed with awk scripts. As can be seen in Figure 5, the
Kettle transformation takes as input several Excel files with the raw data, combines them with other Excel
files containing dimensional data from the previous step, and after numerous transformation steps gives as a

result the final dataset which can be uploaded into a database table.

After loading data we observed that aggregated production volume for certain crops was absurd, revealing a
false step in transforming the original data. In any case a last validation step is required so as to ensure that
loaded data are error-free. Comparing official aggregated data with aggregation from the loaded data is an
easy way of validating the ETL process. Overall ETL was designed so as any future data additions (e.g.

additional regions or years) to be conveniently imported in the DW engine.

Step 5, Design and creation of OLAP cubes: The final step is the creation of the OLAP cube providing further
data analysis capabilities. For each star schema, an OLAP cube has been created using the Mondrian server
(a relational OLAP engine) connected to a MySQL database using the JDBC protocol. The OLAP cube contains
the necessary metadata so that users can efficiently navigate through the different dimensions and

aggregate data at different granularity levels.

The execution of the OLAP cubes has been carried out via the SpagoBI analytical server. For each cube one
schema instance has been created containing representative dimensions with characteristic granularities
and some of the measures. The analytical server is flexible enough to provide dimensions in any combination
and granularity with the available measures. The user can easily select the required granularity of any
dimension and the measures related to his/her own view of the data and apply to the cube the analytical
capabilities described in section 2.1 (slice, dice, etc.). Moreover, any user, having the appropriate knowledge
of the MDX query language, is able to create new calculated measures or to apply specific filters to the data.
Furthermore, SpagoBl provides the tools to represent the data graphically or export specific instances of

analysis. An architectural overview of the OLAP creation components is provided in Figure 7.

Within the analytical server, there is a tradeoff between the dimensions granularity and the speed of
analysis. For each new combination selected, the data should be aggregated and represented after scanning
the whole dataset. When the fact table contains huge number of rows, then the query, to aggregate data at
finer dimension levels, takes longer time, because of the need to scan full dataset. The SpagoBI analytical
server is able to store these aggregations in a memory cache, to facilitate subsequent analyses. These data
are useful during one analysis session and for this reason the cache cleared after any restart of the server.
The performance issue, with huge fact tables, can be solved by building aggregate tables, which contain pre-
calculated summary data. The build of aggregate tables should be a part of the ETL process that populate /

refresh the data warehouse.

Figure 8 provides an instance analysis report of several meteorological measures aggregated at the year
level of the time dimension. The report is coming from the analytical server and offers a high level view,

comparing the measures between two specific regions of Greece.
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4 Conclusions

The utilization of Data Warehouse technology is valuable for tackling certain agricultural related data
characteristics: a multitude of sources of very different nature and of independent origin; dimensions are
mostly hierarchical; temporal and spatial aspects are relevant; fine granularity of data is useful; different end

user requirements.

Regarding the design of policy related DW we argue that the bottom-up approach is far more convenient
compared to the top-down. In the top-down approach all DW development costs are incurred at the
beginning of the project while the bottom up approach will produce usable results in short time, increasing
the motivation for adoption from policy stakeholders. Thus for implementing a policy related DW single

subject data marts can be incrementally setup and implemented.

For creating a data mart, we propose the following steps: Define a single subject to investigate based on the
question “what do | want to analyze and why”; identify all relevant data sources; design and implement a
star schema that will cater for connecting the facts and their dimensions dealing with possible hierarchy
discrepancies using the proposed technique; design and implement the necessary ETL procedures that will
fetch data from the selected sources, transform them accordingly and load them into the DW engine; design

and create the necessary OLAP cubes for browsing the data.

In order to demonstrate the power of using DW technology we presented a climate change case study,
where we pursue an answer to the question “is the yield of certain crops affected by any climate change

effects”. Certain important conclusions can be drawn:

The use of open source tools for providing a whole data mart solution was adequate in terms of
configuration, performance and user experience efficiency.

The use web services by data providers can facilitate the retrieval of the data. Otherwise an
overhead data manipulation cost shall be expected.

Data validation shall always be part of the ETL process especially if fine detailed granularity data
are handled.

Dimension hierarchy shall be crafted carefully, catering for any future data additions. Thus a good
strategy is to review possible future data sources although not used in the current data mart
creation.

There is a tradeoff between performance and dimension granularity and we propose a certain

solution for dealing with it

Conclusively in this paper we have successfully crafted a data mart for an agricultural policy related subject
(monitoring relation of yields to climatic conditions), although various shortcomings were encountered (data
quality and validation, performance, etc.). As far as the future work is concerned, the need for adding more
policy related data marts will arise and any additional problems shall be confronted. A consolidation of data
from Farm Structural Surveys, FADN micro-data will be very useful to agricultural policy modelers. Also the
provided OLAP interface shall cater for automated data retrieval through web services. Finally publicly

available spatial data calls for a better integration with quantitative data in the DW context.
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Table 1. Sources of statistical information for Greek Agriculture

. Data Series Startin Geographic | Finest Geographical L
Provider Name Type g Year Frequency al Coverage | Resolution Data Included Data Availability
Census of number of plant and animal agricultural ;gi1’1_971’19_81'1d
. Agricultural Whole  of holdings and their properties regarding ; in printe
EL.STAT. and  Livestock Census | 1961 every 10 years Greece Municipal districts | their legal status, agricultural and tenure orm
. status, structural properties (type of crops / animal | 2000,2009 in
Holdings / activity), production methods eIect’ronic form
ﬁn:ilcjjlltural Whole of Municipalities  (as 3§Irlljcr::u;?IaUtrIiILZuﬁfulraarluz T:;ttZﬁZ c;fnicr;oaﬁ; Online from 1961
EL.STAT. & . Survey 1961 Annual defined in the . & - P .
Statistical Greece y e production, utilization of agricultural| —2006
Kapodistrias” law) L
Survey machineries
1966, 1977, since number of plant and animal agricultural
Farm 1983 every 2 years | .. o of holdings and their properties regarding
EL.STAT. Structure Survey | 1966 (but not 1991 and Greece Municipal districts | their legal status, agricultural and tenure | Online since 2003
Survey 2000), since 2010 status, structural properties (type of crops / animal
every 3 years / activity), production methods
Survey on Grape yards: Yearly
Crop survey, grains and
Production other crops / Basic
EL.STAT. (including Survey survey every 10| Whole of | Prefecture (NUTS- Cultivating area per crop Online since 2000
permanent years for grape yards | Greece 2)
cultivations / research every 5
and grape years for permanent
yards) cultivations
Agriculture 760 (output) and Index of output prices (subsidies and
Input and Whole  of | 783(input)price- transport costs are excluded) for plant
EL.STAT. ) Index 1967 Monthly ) ) and animal products (as classified in| Online since 2001
Output  Price Greece collection-points, .
European Economic Accounts)
Index from all Greece

Index of input (products and services)
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Data

Series

Startin

Geographic

Finest Geographical

Provider Name Type g Year Frequency al Coverage | Resolution Data Included Data Availability
prices
Aericulture Index of production factor wage. It is
rgoduction Whole  of Whole of Greece / comprised of three sub-indexes: labor
EL.STAT. ?actors’ index Index 1975 | Yearly Greece 155 points of price | (Payment for one day), land (rent), and | Online since 2005
collection points capital (loan interests and agricultural
(Cost Index) P .
machinery rent)
Fine detailed data
Greek Whole of | Municipal District / :istrigl?tted freely
Ministry of | FADN / RICA Survey 1985 Annual P Accountancy data )
. Greece ~ 4000 farms Aggregated data
Agriculture . .
is publicly
available.
Greek
Payment
Authority
of
Registry of . Whole of . Not publicly
Registr 2013 Yearl Plots Crop type per plot basis
Common Farm Subsidies BIStTY y Greece piypeperp available
Agricultura
| Policy Aid
Schemes
(OPEKEPE)
. Public Network of
National Database of .
. 347 Mean temperature, min-max ) .
Observator | Meteorologica | Real . . g . . . . Online as fixed
2006 Daily scientific Spatial Point temperatures, rain, mean wind speed,| . .
y of Athens | | Data . . L width text files
meteorolog dominant wind direction
(Greece) Measurement . )
. ical stations
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D i ti hic | Finest hical
Provider ata Series Type Startin Frequency Geographic | Fines Qeograp 'ca Data Included Data Availability
Name g Year al Coverage | Resolution
European .
. C L ) Whol f .
Environme orine and Spatial 1990 1990, 2000, 2006 ol o0 25 hectares 44 classes of land use Online
Cover Greece
nt Agency
European
Soil  Data | European Soil . Whole of | . .
Centre Database Spatial 2001 - EU-27 1:1,000,000 Soil related data Online
(ESDAC)
Land Use and land cover, land use and environmental
A ; : ,
EUROSTAT Coverage Area Spatial 2006 3-years Whole of | 270000 points in parameters associated with the individual | Online
Frame Survey EU-27 EU-27 oints surveved
(LUCAS) P y
Intra is from direct Since 2004 are
. free of charge
TRADE 1976 - 1987 s Fr::‘l!)?‘:m::ic?on frocr: Value ‘and quantity of goods traded
EUROSTAT | Database Detailed 1976 annual, since 1988 is Whole  of trade operators / between EU Member States (intra-EU nttp://ec.europa.
(COMEXT) Data onthl EU-27 Extra F?s from | trade) and between Member States and eu/eurostat/web/
¥ non-EU countries (extra-EU trade) international-
custom trade/data/datab
declarations ase
! Hellenic Statistical Authority (EL.STAT.)
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Table 2, List of case study dimensions and measures

Annual Agricultural Statistical Survey

Metearological data

(Greek Statistical Office)

Dimensions:

1. Time (in year resolution)

2. Administrative unit (in municipal
entity resolution. 2000-2010 in
“kapodistrias coding scheme”, 2011-
2012 in “kallikratis coding scheme”

3. Product code (as defined by Greek
Statistical Office)

Measures:

1. Area(in 0.1 ha)
2. Production volume (in kgs)

(National Observatory of Athens)

Dimensions:

1. Time (in day resolution)
2. Spatial (point in space)

Measures:
1. High Temperature (in C)
2. Low Temperature (in C)
3. Average Temperature (in C)
4. Rain (in mm)
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Abstract The 2013 CAP reform meant to reduce the variability in the per hectare payments between
and within Member States, aiming at converging to an EU-wide uniform payment. However, the
Member States were given the option of regionalizing CAP payments, i.e. to differentiate the per
hectare payment amongst country regions on the basis of socio-economic or agronomic criteria. By
means of a farm model we evaluate the performance of a regionalization (distributive oriented policy
setting) versus the case of a country flat rate (procedural oriented policy). We show that in the case
of Greece, regionalizing CAP payments can cope better with the CAP conflicting objectives that reside

simultaneously on economic, social and environmental dimensions.

Keywords: CAP; regionalization; farm model; Greece; distributive fairness

1. Introduction

The 2003 Mid-term review of the Common Agricultural Policy (CAP) mainly introduced the Single
Payment Scheme (SPS), a decoupled direct payment to farmers that replaced the subsidies coupled
to production applied at that date. The SPS per farm was calculated on the basis of entitlements
distributed to farmers according to the eligible agricultural area they managed. The 2003 reform
provided the Member States (MS) the discretion to choose between three different SPS
implementation options: a historic (farm specific) model, a regional (flat-rate) model and a hybrid

version which combines rationales of the previous two ones (Ciaian et al., 2014).

Under the historic model, transfers to farmers via the SPS equal the financial support received

through various subsidies, in the “reference period” (2000-2002), maintaining thus intact the past

distribution of payments across farmers. By contrast, under the regional model all farms in a specific

region receive the same flat rate payment per hectare. The major difference between the historic

and the regional models concerns the unit value of the entitlements with the aggregate amount of
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subsidies equal at the national level. In turn, the 2013 CAP reform replaced the SPS with the basic
payment scheme (BPS). BPS provides a basic layer of support to farmers which is combined with
other payments targeting specific issues such as the greening payments, redistributive payments,
payments for Areas of Natural Constraints (ANC), the young farmer scheme, and the Decoupled

Complementary National Direct Payments (Caian et al., 2018) ).

Furthermore, the 2013 CAP reform meant to reduce the variability in the per hectare payments. In
particular, the MS that had applied the historical or the hybrid SPS model, should adjust the unit
value of the entitlements towards a more uniform level while the rate of this adjustment was left to
national/regional (Caian et al., 2018). Such an internal convergence of the payments per hectare

represents one of the core elements of a political agreement in the EU.

Furthermore, the MS had the option to differentiate the unit value of the BPS amongst different
groups on the basis of socio-economic or agronomic criteria. Henceforth, we refer to such
differentiation as regionalization. In fact, six MS (Germany, Spain, France, Finland and United
Kingdom and Greece) have regionalized the BPS, with Greece being the only MS to apply purely
agronomic criteria according to historical land uses, namely arable land, grassland and permanent

crops. On the contrary, the former five MS have used territorial criteria (Henke et al., 2015).

The EU commitment to reach an equitable distribution of farmers’ support, as jointly captured by
external and internal convergences in the direct payments, represents a plausible choice that
epitomizes concerns of procedural fairness (Commission, 2015). Typically, procedural fairness refers
to transparent and impartial rules ensuring that each and every member enjoys an equal opportunity
to obtain a satisfactory outcome (Krawczyk, 2011). In other words, procedural fairness concerns the
distribution of resources, or the income transfers in terms of this paper. Note that procedural
fairness along with distributive fairness constitute social justice (Miller, 1999), where distributive
fairness primarily concerns the fair allocation of the outcome, e.g. in proportion to agents’ claims
(Rescher, 2002) Occasionally claims concerning the superiority of procedural fairness appear in the
scholarly literature(van den Bos et al., 2001), however there is no consensus that such claims are

generally accepted see Lucas et al. (2015).

Against the rationale of procedural fairness, which is conceived as a sign of political acceptability by
some EU policy circles see Bureau et al. (2012), this paper proposes that distributive fairness should
not be given lesser priority. In fact by means of a farm model we evaluate the performance of a
distributive oriented policy setting (regionalization) versus a procedural one (country flat rate).
Furthermore we show that regionalizing CAP payments can cope better with the CAP conflicting

objectives that reside on different dimensions (economic, social and environmental).

The rest of the paper is organized as follows. Initially we discuss the utilization of farm models for
decoupled payments analysis (section 2.1); then provide more details on important aspects of our
farm model (sections 2.2 and 2.3); examine how to model regionalization (section 2.4); present and

discuss the policy objectives and the metrics that represent them (section 2.5). In section 3 we
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present the results and discuss the performances of regionalization versus country wide flat rate,

concluding in section 4.

2. Materials and methods
2.1 Farm models and decoupled payments

A clear advantage of using a farm model, rather than an accounting approach, stems from the fact
farm models are designed to assess both first round effects (income changes) and second round ones
(that is the income changes brought about by changes in the cropping pattern induced by wealth
effects). Nonetheless, a typical objection against the use of such models for assessing the impacts of
policy reforms is that decoupled payments, although having an income effect, they do not distort
input choices, i.e. they are allocative neutral (Sinabell et al.,, 2013). That is to say that decoupled
payments do not distort the opportunity cost of resources. As a result, it is the very nature of
decoupled payments that renders farm models less suitable for similar policy evaluation since
typically they are regarded as a lump-sum transfer to households (Urban et al., 2016). Chambers and
Voica (2017) argue that direct payments although being distortionary they primarily affect marginal

consumption and leisure choices rather than production choices.

However, against that conventional wisdom, a growing body of literature has emerges which
examines how decoupled payments may affect production choices, (Hennessy, 1998) has identified
two channels, namely the wealth effects and the insurance effects, through which the distribution of
direct (decoupled) payments affect producers’ choices , as. Suffice to say that these choices affect
the outcome, i.e. they have distributive implications. The main empirical findings of the scholarly
literature are twofold. First, decoupled payments affect the relative prices of resources. Ciaian et al.
(2014) examine how the implementation details of 2003 CAP reform affect the capitalization of
decoupled payments on land prices, while Pavel et al. (2018) examine the same issue for the 2013

CAP reform. Likewise Patton et al. (2008) examined the same issue for Ireland. Notwithstanding,
other studies found low and partial capitalization of income support to land prices see Ciaian and
Kancs (2012) and O'Neill and Hanrahan (2016). Graubner (2018) examine the conditions under which

such a capitalization is possible and who is benefited (farmers or landowners).

Second, decoupled payments affect either the resources’ availability (e.g. through credit constraints
see Moro and Sckokai (2013)) or the relative risk of income sources (e.g. decoupled payments
stabilize farm revenues see Schmid and Sinabell (2007)). O'Toole and Hennessy (2015) found that the
higher the proportion of income earned from risk free decoupled transfers, the less pressure credit
constraints impose on farmers and therefore their investment decisions are affected by these
modified credit constraints. Finally, Martinez Cillero et al. (2017) have found that decoupled
payment, through the channel of investments, may have a positive role on farm’s technical
efficiency. Rizov et al. (2013) provide conditional evidence of such positive link between farms’

productivity and decoupled payments. By stark contrast, Hailu and Poon (2017) argue that such a link
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is mostly negative in the sense that the less efficient farmers may receive a higher level of payment

per unit of revenues.

In conclusion, farm models can be used to evaluate decoupled payment scenarios in two modes: (a)
as a vehicle to see the accounting effects of altering the current status of transfer; for instance in the
case where a detailed representative farm level database exists like FADN (b) to additionally capture
the non neutral nature of the decoupled payments in the case where one or more of the

aforementioned points are incorporated in the model.

2.2 Evaluation framework overview

This paper compares various options of regionalizing the BPS against the country wide uniform
distribution of farmers’ support. EU wishes to achieve such a uniformity in the near future. Although
various regionalization choices are ranked on the basis of some transparent criteria drawn directly
from officially policy documents, their design and implementation add a layer of extra complexity to
the CAP decision-making and consequently result in higher (policy) transaction costs. Furthermore, a
likely regionalization may provide the pressure groups with the room to exercise their lobbying
activities and to exploit rent-seeking possibilities. Thus, a transparent and properly structured
process which assesses the different regionalization options on the basis of sound and well defined
criteria is an essential prerequisite. The proposed evaluation framework, presented in Figure 1, offers

such an opportunity.
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Figure 3, Overview of the evaluation method. For numbering explanation see section 2.

In particular, it comprises the following sequence of procedures (see Figure 3):

Box 1: A mathematical programming model based on the standard assumption of profit maximising
farms. The model is calibrated for the 2013 FADN data. At that time the historical model was active,

thus the policy constraints are set accordingly. We refer to it as CAP-HIST.

Box 2: In turn, the CAP-HIST is adjusted for the CAP 2014-2020 period adding greening constraints
and facilitating regionalization payments. The extended model is termed as CAP-REGION,. Section 2.3
presents in a detailed fashion both CAP-HIST and CAP-REGION.

Box 3: The set of possible budget allocations between the current agronomic regions (arable,
permanent crop and grassland) is parametrically created in 5% steps. This concludes to to 132
allocations. We also evaluate the scenario of a uniform country payment. Section 2.4 explains the

regionalization rationale applied in this paper.

Box 4: It is self-evident that the evaluation of examined scenarios and its consequent ranking
requires one or more assessment criteria. In so doing, the paper carefully selects eight indicative
policy goals to serve as guiding criteria, based in the European Commission proposal for the 2021-

2027 period (COM (2018) 393). Furthermore, appropriate metrics for each of these criteria are
chosen. It should be noted that almost half of these metrics can only be derived by means of the

farm modelling approach. Details on the utilized policy goals and metrics are given in section 6.
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2.3 Details on the farm model

The model assumes that farms select an activity plan to maximize total gross margin (eq. 1). Vector
©© contains the activities’ gross margins and x is the vector of the decision variables (areas of crops
in ha, number of livestock heads). Farms are also subject to certain constraints (eq. 2) where the
matrix A contains the resources’ requirements per unit of an activity and the vector b
represents the resource availability. The following constraints were explicitly taken into
consideration: total land availability; irrigated land; labor availability; working capital constraint;
permanent crop; livestock; crop rotations; as well as flexibility constraints such as existence of

contract crops. A detailed account of the model is given in the Appendix B.

max €@
1)

B.0 D@L
)

2.3.1 Working capital constraint

It is assumed that decoupled payments are partially or fully channeled to satisfy working capital
requirements and the variation of decoupled payments (across different regional policy scenarios)
affect the credit constraint of a farm. Working capital demand and supply at the farm level,

annotated with FADN codes, is depicted in Figure 4
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Figure 4, a conceptual diagram of the working capital definition. In parentheses the FADN standard result variable
codes’

Total specific costs plus any farming overheads plus any hired labour wages are covered by a share of
last year’s farm gross income plus a share of transfers (including direct payments) plus any new short
term loans. Since we cannot impute those shares we assume that direct payments are exclusively
used to cover working capital requirements (see Figure 4). Thus, for the observed crop plan of each
farm we calculate the demand for working capital and estimate the part of the working capital that is

not coming from subsidies (Other working capital in Figure 2).

As shown in Table 1, the above assumption provides a fair approximation to the contribution of
decoupled payments to the working capital supply. For the 2013 FADN Greek farms, the level of the
non-investment subsidies/transfers is more than 50% of the total working capital demand. Thus
reducing those transfers, although potentially can be covered by diverting gross margin from family
farm consumption demand to working capital demand, will create a short-term credit strain to the
farm. Moreover the transfers’ contribution to working capital demand is essential for the Greek case,

where the banking system and especially agricultural credit is malfunctioning after the 2009 crisis.

" See http://ec.europa.eu/agriculture/rica/annex003_en.cfm
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Table 1, Percentage of non investment subsidies to total working capital demand in Greek FADN

regions for 2013

. . . Epirus, Sterea,
Working Capital Elements Macedonia, .
- Peloponese, | Thessalia | Aegean,
(million €) Thrace .
lonian Crete
Short term Loans (SE495) 8 0 1 5
Supply Non Investment Subsidies (SE605) 1039 378 382 967
Previous Year Farm Gross Income (SE410) 2297 1602 805 2663
Intermediate Consumption (SE275) 1671 649 529 1191
Demand
Foreign Labor Wages (SE370) 217 99 59 137
% of Non-investment subsidies to total
0, [v) 0, [
working capital demand 56% 50% 65% 72%
SE605/(SE275+SE370)

2.3.2 Extending CAP-HIST model

Regarding the extension of CAP-HIST model (time-span of 2003-2013) to the CAP-REGION version
(the 2014-2020 period) the following steps and assumptions were employed:

a) The Single Payment Scheme (SPS) was replaced by the basic payment scheme (BPS). The SPS is
different for each farm on the basis of the value of the historical entitlements allocated. On the other
hand, BPS is a uniform payment per hectare for all farms that are within a single region. Section 2.4

provides details on how BPS is connected to regionalization.

b) CAP-REGION incorporates the so-called “greening measures” (i.e. crop diversification and

ecological focus areas) and assumes farmers’ full compliance with these requirements.

c) Under the CAP-REGION model, the area of permanent crops remain the same as in CAP-HIST. Thus
the required working capital for those activities is fixed. The only part of the working capital supply
that can vary across simulations is the single farm payment and in this way can affect the working
capital supply. Other working capital, other non investment subsidies and short term loans remain

constant (see Figure 2)

2.4 Modeling regionalization

There are primarily three broad categories of regionalization schemes according to how the

boundaries of the assigned zones (AZ) are defined (Solazzo et al., 2015). These are:

An AZ may be defined on the basis of administrative criteria (e.g. NUTS 2 or 3),
socio-economic or territorial environmental criteria (e.g. mountainous vs. non-
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mountainous areas). Each and every farm belongs solely to one AZ and the unit value
of the received BPS is determined by the AZ attributes n which a farm belongs to (see
Equation 3).

An AZ may be defined using agronomic criteria (e.g. arable vs. permanent crops). In
such a case one farm’s land can belong to multiple AZs. Consequently, a farm’s BPS
unit value equals the weighted (by the area in each zone) average the different unit
values of the AZs it belongs (see Equation 4).

Finally, a AZ may be defined in hybrid way, fusing the above two rationales. Since
agronomic criteria insert payment heterogeneity, it is evident that the hybrid case will
do the same (see Equation 5).

Equations (3)-(5) define the association between the BPS and the examined regionalization schemes,

while an illustrative example is given in appendix A.

administrative-

g]afa)
¢  vio £QY"" @& 3)
based gl
q paRa
regionalization
agronomic- Z
- ——
g @ e
based @ Lo ' 269 0 ggF"" B, 4
1€ -
NG 00
. . [ wga @
regionalization
BoZchn 00
Combined O
0 ] : : , (5)
regionalization @ mlolul)

where

afilaky

f the set of farms, r the set of regions, c the set of crop activities

@: Basic payment unit value applicable to farm-f (euro/ha)

Z@®': Basic payment unit value applicable to administrative region-r, where
BAMEA is the region of farm-f) (euro/ha)
: The Basic Payment budget for region-r, where B @@ is the set of farms

that belong to region-r (euro)

@j: Basic payment unit value applicable to agronomic region-g

under administrative region-g, where RITL@€H is the crop-set related to g (euro/ha)

B@F" " : The Basic Payment budget for agronomic region-g under

administrative region-g,(euro)
@@, : Total eligible land for farm-f (ha)

;: Area of crop-c in farm-f in the reference period (ha))
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2.5. Policy goals and metrics

A typical truism in the scholarly literature is that the efficacy of a policy is judged against its stated

objectives. This is often referred to it as result-oriented evaluation (Burton and Schwarz, 2013) or

outcome based judgment (Heinrich Carolyn, 2003). Therefore, this section explicitly presents the set

of policy objectives against which the examined regionalization schemes are assessed. These policy
objectives are primarily originated from an official EU document (COM (2018) 393 final). Suffice to
say that for each policy objective an appropriate metric is carefully selected through which the

derived results are evaluated. Table 2 presents these objectives and metrics.

Table 2, Policy Objectives

Type Obijective Indicator/Metric Units Abbreviation direction
Enhance a Change in the farm gross profit for 108 € GP-LVST max
smart, resilient | livestock farms

. and c%wersmed Change in the farm gross profit for 10° € GP-FIELD max
= agricultural specialist field farms

o .

S sector ensur_lng A productivity proxy related to output- n/a PROD max
L food security input value

5 FALLOW

3 Fallow land in non-LFA areas 10" ha max
c

£ 10°ha | IRRIGATED min
o
'S

c

L

106 o ran

= 10°ha | LFA FALLOW min
3

w

_‘_g o % of farms that receive less than 75% of % MIN ENVY min
= AcCeptanliit i P TStributi

S p Y Gini coefficient of the distribution of the n/a UNIEORM BP min

unit value of BPS

The PROD metric is related to the output to input ratio, i.e. the value of production for one unit of

input. Each regionalization scenario results in a distribution of output to input ratios, one for each

farm. To calculate the metric we sort the distribution and get the 75% quartile. Thus PROD is a

measure of the productivity of most productive farms. A lower value means that the most productive

farm

group

has a
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The nonLFA FALLOW objective captures the potential environmental beneficial role that fallow land
may have. It primary refers to the beneficial contribution of fallow-land to biodiversity conservation
(see (Banks-Leite et al., 2014; Herzon et al., 2011; Kovacs-Hostyanszki and Baldi, 2012)) , it may also

have a beneficial impact on climate through carbon sequestration (Pifieiro et al., 2009).

On the other hand, the LFA-FALLOW objective measures the maintenance of agricultural activity in
areas with natural constraints. This coincides to a large degree with High Nature Value (HNV) farming
systems and is considered essential not only in order to maintain the social vitality but also in order
to enhance biodiversity (Terres et al., 2013) It is worth noting that in Greece, 92% of HNV pastures

and 84% of cultivated land are found in areas with natural constraints. .

The MIN-ENVY objective, a political one with national significance, refers to maintaining the status
quo of historical rights. The rationale of such an objective echoes the third proposition in (Zajac,
2001) where the status quo is considered as a right per se, where the divergence of which is
considered unjust. In particular, there is a very diverse situation across farms regarding the basic
payment value per hectare in Greece. Thus the immediate abolition of those differences would
possibly lead to a politically troublesome situation in Greece. The proposed metric is the percentage

of farms that receive less than 75% of the baseline gross pillar | payments.

The UNIFORM-BP objective which is also a political one but at the EU level, refers to officially
declared goal of achieving a convergence of direct payments per hectare in the long-run®. It is
estimated using the Gini inequality index of the payment per hectare distribution under different
regionalization schemes. Suffice to say that the distribution with the lower inequality represents a
better adjustment of the EU commitment towards facing the challenge of territorial imbalance across
the Union (EC, 2017).

2.6. Data

The model utilizes all arable, vegetable and permanent crops and a major part of the grazing
livestock (sheep and goats). By doing so, the model represents almost 2.8x10° farms (83% of FADN
dataset); 2.5x10° hectares of utilized agricultural land (85% of FADN dataset) and 60% of the output
value. It should be stressed, however, that while this sample is about the 50% of total farms which
receive direct payments in Greece, it represents the vast majority of commercial farms since the rest

are excluded from the FADN dataset as being too small.

The CAP-HIST version is calibrated for the 2013 FADN data. The calibration consists mainly on
disaggregating farm variable costs to individual activities, eliciting the labour requirements of crop
and livestock activities and adjusting global values like the nutrient content of produced and

purchased feedstock. This results in a Mean Absolute Deviation (MAD) index for the cropping pattern

8 Article 23 of Regulation 1307/2013
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of 0.82. More details on the calibration of the model can be found in the model’s online manual
(Kremmydas, 2018).

Regarding the Pillar | budget, the FADN sample farms have received 32 million EUR representing
payments of 1.4 billion EUR. We keep the represented payments budget for both the baseline model
(CAP-HIST) and for the flat rate and regionalization scenario models (CAP-REGION). The unit value of

each region is calculated as the total budget divided by the represented area of each region.

Concerning regionalization scenarios, we created them, based on the following grounds. First, the
actual regionalization scheme for the period 2014-2020 in Greece that included three agronomic
regions: arable crops, permanent crops and grazing areas, and second all the valid combinations of
budget allocation to those regions with a 5% resolution. That resulted in creating 132 scenarios. For
instance one scenario was the case where 45% of budget was allocated to arable regions, 15% to

permanent crops and 40% to grazing land, etc.. The complete list of scenarios is given in appendix C.

Regarding the implementation of the model and the analysis of the results, the model input data
were prepared in R using among others the fadnUtil package; the model was built and run in GAMS;
and the analysis was performed in R using the rPref package for eliciting Pareto optimal scenarios
(Roocks, 2016). For each scenario the optimization runs deliver the crop mix and associated values of

indicators.

3. Results and Discussion

Presumably, the ranking of the examined scenarios requires an aggregation of their performance
over the selected policy objectives. However, since the objective of this paper is to shed some light in
the dilemma between procedural fairness (country wide flat rate) versus distributive fairness
(regional allocation), the analysis did not apply any multi-criteria methods. The adopted procedure

comprises the following steps.

First, for each policy objective, the performance range of the examined scenarios was divided into
three equal drawn zones. Second, we consider all scenarios that fall within the same policy objective
zone as being equivalent. The latter is probably a heroic assumption but is justified, however, on the
basis that it does not bear the extra transactions costs to trace the differentiated benefits of
alternative scenarios within the same zone. Put it differently, the extra transaction cost of targeting a
specific policy within a specific zone may be higher than the missed efficiency losses of using
horizontal policy choices. Third, each zone was assigned an ordinal score; 1 for the lower stripe, 2 for

the middle and 3 for the higher one.

Figure 5Error! Reference source not found. summarizes and provides visual insights of the above

steps. It is a 3x3 grid where each grid cell refers to a specific policy objective. In each grid cell,
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scenario performances are drawn as grey and black jittered points® and the overall distribution is

given with a violin plot™; the red square is the flat rate scenario performance. The graph was created

using the ggplot2 R package (Wickham, 2016).

For instance in the upper left corner of the grid the performances of all 132 scenarios in the policy

goal of GP-FIELD (gross profit of field cropping farms) are drawn. The y-axis is the performance scale
of GP-FIELD (in mil EUR) with a range from 1000 to 2000. The violin plot consists of a box plot

(median approximately 1400, 25% and 75% quartiles are approximately 1250 and 1600) and a

density plot that is symmetrical in the x-axis (the performance below the median gathers more

probability density). Furthermore each regionalization scenario is represented as a point while te

country wide flat rate is the red square. The scenario/point performance is valued along the y-axis,

however close points are scattered across the x-axis so they do not overlap.
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Figure 5, Scenario performance on individual policy objectives (see text for detailed description)

® Jittered points are scattered across the x-axis so that they are visually distinguishable, i.e.if two points have very similar

performance they are placed in different x-axis positions without altering their y-axis position

19 A violin plot is an extension of box-plot where the local density information is added thus displaying the distributional
characteristics of data more clearly (Hintzee & Nelson, 1998)
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If we consider goals independently, we see that flat rate is performing relatively moderate in four out
of nine objectives (GP-FIELD, GP-LVST, MIN-ENVY, SM-FARM-GP); it excels in two (LFA-FALLOW,
UNIFORM-BP) and has a poor performance in the rest three (IRRIGATED, nonLFA-FALLOW, PROD).

However since the selection of a specific policy setting has a simultaneous effect in all policy
objectives, the above approach is not sufficient. Thus, using the ordinal scores assigned in step three,
the non-dominated (Pareto optimal) scenarios across all objectives were identified. A non-dominated
Pareto scenario is one where no other scenario has a better performance on all objectives while for a
dominated (Pareto non optimal) scenario there exists at least another one that is performing better
in one or more objectives, all the rest having equal performance. As a result a rational decision
maker will only consider Pareto optimal scenarios. Thus we reduce the 133 scenarios (132 agronomic

plus the flat rate) to 25 Pareto optimal scenarios, as given in Table 3.

Table 3, Non-dominated scenarios

nonlLFA
Scenario® - LFA- SM-
GP- GP- FALLO FALLO |IRRIGATE| MIN- UNIFO FARM-
LVST FIELD W w D ENVY RM-BP GP PROD
flat rate + ++ + +++ + ++ +++ ++ +

Pareto optimal

AR:65/TR:30/GR:5,
SC-1 AR:70/TR:30/GR:0, + +++ + +++ + +++ +++ +++ +
AR:65/TR:35/GR:0

AR:25/TR:35/GR:40,
AR:25/TR:30/GR:45,
AR:20/TR:35/GR:45,
sc-2 AR:25/TR:25/GR:50, + + + + + + -+ + ++
AR:25/TR:45/GR:30,
AR:25/TR:40/GR:35,
AR:20/TR:45/GR:35

AR:20/TR:40/GR:40,

SC-3 AR:20/TR:30/GR:50 +++ + + +++ ++ + + + ++
SC-4 AR:15/TR:45/GR:40, +++ + ++ ++ ++ ++ + + ++
g AR:10/TR:50/GR:40
SC-5 AR:10/TR:45/GR:45, +++ + ++ ++ ++ + + + +++
- AR:10/TR:40/GR:50
SC-6 AR:0/TR:55/GR:45, +++ + +++ + +++ +++ ++ + +++
] AR:0/TR:50/GR:50
SC-7 AR:65/TR:20/GR:15 ++ +++ + +++ + ++ +++ +++ +
SC-8 AR:20/TR:55/GR:25, ++ + + +++ ++ ++ + + ++
AR:20/TR:50/GR:30
SC-9 AR:70/TR:0/GR:30, +++ +++ + +++ + +++ ++ +++ +
- AR:65/TR:0/GR:35
SC-10 AR:45/TR:20/GR:35, +++ ++ + +++ + ++ +++ ++ +

AR:40/TR:25/GR:35

! budget allocations refer to ARABLE/TREES/PASTURES. For example AR:40%/TR:55%/GR:5% refers to the scenario where 40% of the budget
goes to arable crops, 55% to trees and 5% to Pastures
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A straightforward result is that the flat rate scenario is not Pareto optimal. That means that there is
one other scenario that outperforms it in one policy objective at least without being outperformed
by it in the other objectives. Indeed, as seen in Error! Reference source not found. where the ordinal
scores of the non-dominated scenarios are displayed, the SC-1 group of scenarios has similar
performance to the flat rate scenario but outperform it in the GP-FIELD, MIN-ENVY and SM-FARM-GP
objectives. Similarly the SC-7 scenario group outperforms flat rate to GP-FIELD, GP-LVST and SM-
FARM-GP objectives and SC-10 is better in GP-FIELD, GP-LVST.

In the case where the flat rate scenario is fr seome reason preferred the above results can provide
directions to policy makers for compensating the underperformance of specific objectives. In our
case the flat rate scenario need to be complemented by coupled payments to field crops and

additional support for small farms (e.g. redistributive payments).

4. Conclusions

Overall, the contribution of this paper is threefold. First, it provides a structured conceptual approach
for policy analysis of regionalizing CAP. Second, by so doing, the policy design and its assessment is
transparent and comprehensive, hence appealing for a broad consultation procedure of the involved
agents.

The main conclusion of this paper is that the flat rate option, at least in the Greek case, is
outperformed by regionalization policy settings. Nevertheless, the flat rate basic payment scheme
does not address all objectives equally and shall be complemented by additional measures/schemes

that will compensate (young farmers, etc.).

Also the use of a farm model to evaluate decoupled payments is a key demonstration of the paper. A
pure accounting approach estimates statically the budget transfers and it does not consider the
farms’ production adaptation. Farm models can provide insights on the farm reactions to policy
adapting crop mix. We went beyond that as we captured the non neutral nature of the decoupled
payments. As a matter of fact we introduced the effects of the decoupled payment level in the credit

constraint bound so that the adaptation of the farm’s production choices were illustrated.

Considering that the new CAP design is pursuing multi-dimensional goals. extending to the economic,
social and environmental domain the need for the employment of a multi-criteria multi-stakeholder
evaluation environment becomes apparent. We aspire to further develop the current modeling
framework towards this promising applied research field. The use of a DSS to assist such decision
making process becomes a necessity, however it goes beyond the scope of the current work shaping

the plan for future research (Kremmydas et al., 2019).
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Appendix A

We present a regionalization illustrative example. A hypothetical country with three farms and a total

direct payments budget of 1000 euro is selected. The details for each farm (prefecture it belongs to,

if the region is LFA or not, and direct payment rights) are given in the table below.

Rights (ha)
Prefecture LFA Arable Crops Tree Crops Grazing Areas Sum
Farm 1 A Yes 10 2 1 13
Farm 2 B No 3 1 5 9
Farm 3 Cc No 1 10 - 11
Sum 14 13 6

We apply an administrative type of regionalization scenario, where Prefecture A is the region #1 with

30% of the budget and prefectures B and C are region #2 with 70% of the budget.

Regionalization Option I. Administrative based

Region 1 Region 2
Definition Prefecture A Prefectures B+C
Budget Allocation 30% 70%
Budget (euros) 0.3*1000=300 0.7*1000=700
Unit Value
(euro/ha) 300/13=23.07 700/(9+11)=35
Farm 1 Farm 2 Farm 3
Farms SFP
13*23.07= 9*35= 11*35=

We apply an agronomic based scenario where arable crops, trees and grazing land are the three

distinct regions.
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Region 1 Region 2 Region 3
Definition Arable Crops Tree crops Grazing Land
Budget Allocation 50% 30% 20%

Budget (euros)

0.5*1000=500

0.3*1000=300

0.2*1000=200

Unit Value
500/14=35.7 300/13=23.07 200/6=33.3
(euro/ha)
Farm 1 Farm 2 Farm 3
Farms SFP
10*35.74+2*23.07+1*33.3= 3*35.7+1*23.07+5*33.3= 1*35.7+10*23.07=

Finally we apply a mixed regionalization type of scenario, where budget allocation is differentiated

between arable crops, trees and grazing land and also whether the region is LFA or not.

Reqionalization Option 111, Mixed

Region 1

Region 2

Region 3

Definition

Arable Crops at LFAs

Tree crops and Grazing Areas
at LFAs

Non-LFAs (all crops)

Budget Allocation

30%

20%

50%

Budget (euros)

0.3*1000=300

0.2*1000=200

0.5*1000=500

Unit Value
300/10=30 200/(2+1)=66.66 500/(9+11)=25
(euro/ha)
Farm 1 Farm 2 Farm 3
Farms SFP
10*30+(2+1)*66.66= 9*25= 11*25=
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Appendix B

Objective Function

We assume that farm selects a crop plan so as to maximize their gross income

[ 9000 P D™ [ (1.1)
0

Total farm Gross Profit equals Gross Profit (without wages paid) from crops sold at the
market plus the Gross Profit (without wages paid) from the livestock activities minus wages
paid for all activities plus subsidies received by the farm

Qe 8 [ BB, o ] uqb (1.1.2)
100000 5 oo %

0
Gross Profits from market crops equal, for each crop, the gross margin per hectare (price
times yield minus variable costs plus coupled payments).

QY™ | Q9GP ™" | IGOeY | (11.2)
W pooo 0 H'DBS

Gross Profits from livestock activities equals the income from livestock activities
minus the cost of in-farm produced feedstock (excluding wages) minus the
cost of purchased feedstock minus any non-feedstock costs

A OOO ™5 [ H*H 0 (1.1.2.1)
ﬂ’&') - -Bog DO9OOO

Income from livestock equals the income from milk plus that from
selling young animals

ﬂﬂg,mw, ;\\ \Hi\__ﬂ’ﬂ—f
(1.1.2.2)
The quantity of milk of type a_I (sheep or goat milk) equals the number of animals of type ta that produce milk a_l
(the subset 21€€-?) times their yield times the price of milk
a_l
0e6o 0 R 4
Q- ot (1.1.2.3)

The income from selling young animals equals the sum of the number of animals of type ta times the observed
percentage of young sold animals times their observed price
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(1.1.2.4)

Produced feedstock cost equal, for each feedstock crop, the variable costs (excluding
wages) per hectare minus any coupled payment per hectare times the area cultivated

INQOee) = [ N (1.1.2.5)
o

@o_temt

Purchased feedstock cost equals the price of the feedstock (euro per tn) times the quantity
purchased

0 €& : (1.1.3)
afalafa)

The wages paid are equal to the required foreign labor (in hours) multiplied by the wage. The required
foreign labor equals the labor required for crop (market and feedstock) cultivation plus the required
labor for breeding any animals minus the available family labor.

S Al 1.13.1
19000 ' ° [ Dene®: ‘b @ o a4 (1.1:3.0)
- 90 +09O
The labor required for crops equals the labor required for one hectare of a market crop (Z€€ @ times
the cultivated area plus the labor required for one hectare of a feedstock crop times the corresponding
areas
0 O &
nQeee ' - 0 Benee, - O
D G7 €@ - 277 ab
af| B (1.1.3.2)
The labor required for animal breeding equals the sum over all animals types of the labor per
animal times the number of animals in this system
[ BB -BE [ B8 [ 0 ohpeeeE " @
L%
@ .
(1.1.4)

The value of subsidies equal the unit value of the decoupled payment (Single Payment of Single
Farm Payment) times the eligible land plus the value of pillar Il subsidies plus the value of coupled
payments

Constraints
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Land, Labor and Capital
peee © Sobiaen "¢ 0 o

The total cropping area cannot exceed total land

per , “obl Ben

The total irrigated cropping area cannot exceed total irrigated land

W\HOHW\H L HHHGnL (] (] 0
afalalel>"> Yald

The required labor shall be equal or more than the available family labor and less than the total available labor

ARG - q 0 0o o 2 NeeRrEn [ BRPA [ QOO

2
PV IR BEQEE

The required working capital (left hand side) equals to the non-labor variable costs plus any foreign labor expenditure. This

cannot exceed the sum of subsidies plus a farm excess working capital.

Livestock Constraints

99O 0 0

® DDDCQOER - IIG00O° DCNOOee
0 0oo O

For each nutrient type, the nutrient supplied by purchased and produced feedstock shall cover the needs for maintaining the

weight of the farm animals (kg)

v

mﬂi%m - u
Y mol

2

The nutrient supplied by produced equals the area of those crops times the yield times the content per ton of that crops

IED0OHe) - | - ‘B pg V&
a[R[s]N @Wﬂﬁ (:H ab ¢

@o_t@|el

The nutrient supplied by purchased feedstock equals the quantity purchased times the content per ton of that feedstock (kg)

m\ ] | . V
@ s o(%
@0 0
The maintenance demand for a nutrient equal for each animal type the per-animal maintenance needs times the number of
animals of that type
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DGO - [ I6UNGHeR B ° o
& o B

164
0.8 (1.6.4)
The milk production demand for a nutrient equal for each livestock product the needs of nutrient per unit of product (liter) times
the quantity of production
; 0
DQeBs . (1 - HGEBEE s - 00
afafulal> > B ab (1.7
O
The Dry Matter Supply (DM) shall exceed the 1% of the total weight of all animals
00, Oan
(1.8

The number of animals of type ta cannot exceed the observed number of animals in the farm (capacity)

Flexibility Constraints
D@ NP (1 [ DOPo -NGP VO €
2 Glall - du (1.2)

Certain market crops (flex_m: sugar beet and sunflower) are bounded to be within a range of their observed area

- 99" 119 DY V¥ € EneRn
(1.3)

Certain feedstock crops (flex_f: irrigated nd non-irrigated fodder other) are bounded to be within a range of their observed area
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Appendix C,

List of
regionalization
scenarios
Arable Trees Grazing Arable  Trees  Grazing Arable  Trees  Grazing
cl 100% 0% 0% c34|| 40% 50% 10% c67|] 50% 25% 25%
c2 95% 5% 0% c35 35% 55% 10% c68 45% 30% 25%
c3 90% 10% 0% c36 85% 0% 15% c69 40% 35% 25%
c4 85% 15% 0% c37 80% 5% 15% c70 35% 40% 25%
c5 80% 20% 0% c38|| 75% 10% 15% c71|] 30% 45% 25%
c6 75% 25% 0% c39|] 70% 15% 15% c72|] 25% 50% 25%
c7 70% 30% 0% c40 65% 20% 15% c73 20% 55% 25%
c8 65% 35% 0% c41|| 60% 25% 15% c74|] 15% 60% 25%
c9 60% 40% 0% c42|| 55% 30% 15% c75|] 70% 0% 30%
c10 55% 45% 0% c43|| 50% 35% 15% c76|| 65% 5% 30%
cl1 50% 50% 0% c44 45% 40% 15% c77 55% 15% 30%
cl2 45% 55% 0% c45 40% 45% 15% c78 50% 20% 30%
cl3 40% 60% 0% c46 35% 50% 15% c79 45% 25% 30%
cl4 95% 0% 5% ca7|| 30% 55% 15% c80|| 40% 30% 30%
c15 90% 5% 5% c48|| 25% 60% 15% c81|| 35% 35% 30%
cl6 85% 10% 5% c49|| 80% 0% 20% c82|| 30% 40% 30%
cl7 80% 15% 5% c50(| 75% 5% 20% c83|| 25% 45% 30%
c18 75% 20% 5% c51|] 70% 10% 20% c84|| 20% 50% 30%
c19 70% 25% 5% c52 65% 15% 20% c85 15% 55% 30%
c20 65% 30% 5% c53|| 60% 20% 20% c86|| 65% 0% 35%
c21 55% 40% 5% c54|] 55% 25% 20% c87|| 55% 10% 35%
c22 50% 45% 5% c55(] 50% 30% 20% c88|| 50% 15% 35%
c23 45% 50% 5% c56|| 45% 35% 20% c89|| 45% 20% 35%
c24 40% 55% 5% c57|] 40% 40% 20% c90|| 40% 25% 35%
c25 90% 0% 10% c58|| 35% 45% 20% c91|| 35% 30% 35%
c26 85% 5% 10% c59|| 30% 50% 20% c92|| 30% 35% 35%
c27 80% 10% 10% c60|| 25% 55% 20% c93|| 25% 40% 35%
c28 75% 15% 10% c6l|| 20% 60% 20% c94(| 20% 45% 35%
c29 70% 20% 10% c62|| 75% 0% 25% c95|| 15% 50% 35%
c30 65% 25% 10% c63|| 70% 5% 25% c96|| 10% 55% 35%
c31 55% 35% 10% c64 65% 10% 25% c97 60% 0% 40%
c32 50% 40% 10% c65|| 60% 15% 25% c98|| 55% 5% 40%
c33 45% 45% 10% c66|| 55% 20% 25% c99(| 50% 10% 40%
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Abstract: Farm level scale policy analysis is receiving increased attention due to a changing agricultural
policy orientation. Agent based models (ABM) are farm level models that have appeared in the end of

1990’s, having several differences from traditional farm level models, like the consideration of interactions
between farms, the way markets are simulated, the inclusion of agents’ bounded rationality, behavioral
heterogeneity, etc. Considering the potential of ABMs to complement existing farm level models and that
they are a relatively recent approach with a growing demand for new models and modelers, we perform a
systematic literature review to (a) consolidate in a consistent and transparent way the literature status on
policy evaluation ABMs; (b) examine the status of the literature regarding model transparency; the

modeling of the agents’ decision processes; and the creation of the initial.

Keywords: Agent Based Modeling; ABM; Agricultural policy; Systematic review

Introduction

Agricultural policies are moving away from market intervention measures toward a combination of
voluntary and compulsory aids on top of basic flat rate support measures related to farm features, its
environmental performance and capacity to provide ecosystem services. Consequently impacts of policy
measures depend on the specific farm characteristics. So getting insights at disaggregated level and spatial
scale becomes relevant for both policymakers and researchers; consequently farm scale policy analysis is

receiving increased attention (Langrell et al., 2013).

Berger & Troost (2014) summarized the requirements that farm-scale models need to fulfill in order to
provide useful insights within this new policy context: sufficient detail of farm management and agronomic
conditions; model the heterogeneity in behavioral constraints and behaviors; include farm interactions;
incorporate spatial dimension; consider farm-environment interactions and feedback; move from a

comparative-static to a comparative-dynamic analysis; moderate data requirements connected to existing
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data sources; employ comprehensive sensitivity and uncertainty analysis. They conclude that ABMs have

the potential to meet the above requirements and thus can complement existing simulation approaches.

Also, in a recent review paper, Reidsma et al. (2018) examined the development and use of farm models
for policy impact assessment. Agent Based models (ABM), about 15% of all 184 papers considered, were
found to have the potential to provide important additions to farm level mathematical programming

models.

Agent based models in agricultural economics have appeared in the end of 1990’s. Some of the early
adopters were the CORMAS group which employed a multi-agent approach to study renewable source
management within an agricultural systems context (Bousquet et al., 1998). Balmann (1997) used a cellular
automata approach for modeling structural change of agricultural production systems; and Berger (2001)
used a spatial multi-agent programming model to assess policy options in the diffusion of innovations and
resource use changes.The latter two approaches, which were policy evaluation oriented, can be considered
descendants of the recursive mathematical programming (MP) approach, as the initial ABMs included a
typical MP production/investment problem coupled with a land market module that was solved iteratively.
The innovative elements were: the ability to include farms’ interaction and in this way to evaluate the
direction of the structural change (farm growth/shrinking, farm entry/exit) and the explicit consideration of

the spatial dimension.

The additions of ABMs to traditional farm level microeconomic models', in the conceptual level, are well
summarized in Nolan et al. (2009) and are shown in Figure 6. Farm and consumer heterogeneity, spatial
location and the consideration of interactions between farms and/or consumers (social networks, land
markets, imitation, etc.) are presented as a distinctive feature of ABMs. Moreover in the case of traditional
farm models, market outcome is the combination of the aggregate supply and demand functions while in
the ABM case, market is simulated by means of individual transactions. Additionally, although traditional
farm level models can potentially do so, Nolan et al. (2009) note that since ABM is most often used in cases
where equilibrium conditions either cannot be identified or analytically solved, they generally relax the
assumption of full rationality. This allows the assumption that economic agents facing limited information
and/or information processing capacity and finite resources. Furthermore they can be endowed with

adaptive mechanisms and learning capabilities.

M arm type models are originally built by means of mathematical programming, econometric modeling or simulation techniques.
Due to suitability to investigate novel policy instruments (advantage over econometric models) and their time and cost efficiency
(comparing with simulation models) mathematical programming in various forms (LP. NLP, MILP) prevailed to the others. When we
mention throughout the text the term “traditional models” for agricultural policy analysis, we refer to the above three categories,
most often though in MP models. On the other hand, combined econometric-mathematical programming models as well as ABMs
or ABMs combined with mathematical programming modules are novel approaches still in the making.
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Figure 6, Conceptual difference between Agent Based Modeling approach and traditional microeconomic
farm models (adapted from Nolan et al., 2009)

In a 2007 review, Matthews et al. note that “there is an increasing pressure from funding agencies to
develop (Agent Based Land Use Models) tools that are of practical use by end-users and other
stakeholders”. Later in a methodological overview of agricultural and farm level modeling development and
implementation, Langrell et al. (2013) found that although there is a substantial increase of ABMs models
over time, “a large number of existing farm level models are developed for specific purposes and locations

and are not easily adaptable and reusable (for policy evaluation)”.

Thus, considering the potential of ABMs to complement existing farm level models and that they are a
relatively recent approach with a growing demand for new models and modelers, the aims of the paper are
twofold: (a) to consolidate in a consistent and transparent way the literature status on ex-ante policy
evaluation ABMs; (b) to examine the critical aspects to gain more acceptance from the wider farm

modeling community.

Both targets of the paper are pursued by employing a systematic literature review (SLR) approach, for

related publications since 2000. The remainder of the paper is organized as follows. Section 2 describes the
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SLR method used in this study. Section 3 presents the results of the SLR and the discussion of the findings;

section 4 concludes the paper.

Literature Review Design

Review Protocol

The first step of the review protocol is to develop a transparent search strategy for discovering papers that
are potentially related to ABM applications in the agricultural policy evaluation domain. Selection criteria
are used to classify papers in groups. This addresses the first target of the paper, i.e. a consolidation of the

existing ABM policy literature.

Then we clearly and explicitly specify research questions related to the second aim of the paper; an
examination of the most critical aspects for further adoption of empirical ABMs from farm modelers. We
use a structured process to extract all information needed to address the review questions in a meaningful

way.

Search strategy and Selection criteria

Search is confined to papers written in English and published in peer-reviewed journals between 2000 and
2016 and either in title, abstract or keywords include one or more of “agent-based” ,“agent based”, “abm”,
“multi-agent” or “multi agent” and any word beginning from “polic” and in title any word beginning from

n u

“farm”, “agricul”, “biodivers” or “crop”. This is equivalent to the following SCOPUS search command:

SRCTYPE (j ) AND ( TITLE-ABS-KEY ( "agent-based" OR "agent based" OR "abm" OR "multi-agent" OR "multi
agent") AND (TITLE-ABS-KEY ( polic* ) OR INDEXTERMS(polic*)) AND ( TITLE-ABS-KEY ( farm* ) OR TITLE-
ABS-KEY ( agricul* ) OR TITLE-ABS-KEY ( biodivers* ) OR TITLE-ABS-KEY ( crop* ) ) ) AND ( PUBYEAR > 1999)
AND ( PUBYEAR < 2017 ) AND LANGUAGE ( english )

The search produced 176 documents that were further refined based on the criteria detailed below:

Criterion 1: the relevance to the Agent Based Modeling (criterion 1a) and Agriculture domain (criterion 1b).
Based on abstract inspection and on full text inspection when necessary we removed 11 papers that were
not agent based models but rather were just mentioning the term (NOT ABM). We removed 5 papers
where ABM was a fraction of a larger model and thus there were not many details on the ABM
implementation (PARTIALLY ABM). We removed 29 papers that were dealing with marine or coastal areas,

urban areas, etc., and thus were irrelevant to agriculture (NOT AGRICULTURE).

Criterion 2: the focus to agricultural policy evaluation subject. We consider a paper to be relevant if the

agricultural policy is a key component of the model that directly affects the model outcome and
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consequently the paper focuses on the relation of the policy to the model outcome. We included papers
which attempted an ex-ante evaluation of a specific policy or evaluated at two or more alternative
agricultural policies or different components of a single policy. Based on abstract inspection and on full text
inspection when necessary, we removed 72 items and came down to 59 papers that were ABM for

agricultural policy evaluation.

Criterion 3: the granularity of the agent. We identified two distinct categories, with different
methodological issues. The first uses agents to represent individual farms and the second assigns them to
aggregated entities, e.g. representative farms, regions, etc, or non-farm entities like landscape cells, animal
or plant agents, etc. We selected to deal only with individual farm models. Based on full text inspection, we

removed 8 papers.

Criterion 4: Regarding the questions that are addressed. We distinguish between data-driven models and
theory-driven models, following Barlas (1996) and Polhill et al. (2013). Data-driven models focus on
reproducing real world situations and thus are driven and validated by collected data and evidence. In the
second category the models are based on qualitative information and second order data (stylized facts) and
are used for exploring questions in principle, e.g. looking for emerging properties like resilience, etc. Ex-
ante policy evaluation is pursued by means of farm models that simulate an actual farming system
(Reidsma et al., 2018, Langrell et al., 2013). Due to the empirical policy orientation of the paper, we focus
on data-driven ABM. We thus proceed with the data-driven (empirical) individual-farm ABM excluding 19

papers that were individual farm theory driven ABM policy evaluation papers.

An overview of the refinement process is in Figure 7 and a detailed correspondence of criteria to

publications, can be found in the excel supplement.

- —
176 Criterion 1a = o e 29 ]
- ] Criterion 1b
SSCOPlrJ]SREng:![sh Is it ?ﬁsgtlaased —E Dealing with . Criterion 2 .
€arch ~esults €l — Agriculture | Agricultural Policy
160" domain? Yes Evaluation ?
131
59 'v_l_‘ E3e
Papers included in bl DoesIkmeds)
L =
the Review «——— 32 | individual farms 7
Yes @ . Yes Criterion 3
Is it data driven ?
_______ 3 Criterion 4
L 19

Figure 7, Overview of search results filtering process

Thus we conclude to 32 empirical-based and individual-farm relevant papers published between 2000 and

2016 as in Table 1. In Figure 8 we depict the temporal evolution of the various recognized categories. The
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agriculture-related ABMs (greens) are constantly increasing from 2005 and onwards and the same happens

for agricultural policy evaluation ABMs (dark greens).
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Authors Year Title Source title Short Name
Agent-based spatial models
applied to agriculture: A
Berger T. 2001 simulation tool for technology| Agricultural Economics Berger (2001)
diffusion, resource use changes
and policy analysis
Sengupta R., Lant Modeling enrollment in the
C, Kraft S, Conservation Reserve Program| Environment and
. . .y . . . Sengupta et al.
Beaulieu J.,| 2005 by using agents within spatial| Planning B: Planning and (2005)
Peterson w., decision support systems: An| Design
Loftus T. example from southern lllinois
Agent-based analysis of
Happe K., agricultural policies: An
Kellermann K.,| 2006 illustration of the agricultural| Ecology and Society Happe et al.(2006)
Balmann A. policy simulator AgriPolis, its
adaptation and behavior
Berger T, Multi-agent simulation for the
Schreinemachers | 2006 targeting of  development | Agricultural Systems Berger et al. (2006)
P., Woelcke J. policies in less-favored areas
. Simulating soil fertility and
Schreinemachers _ .
poverty dynamics in Uganda: A . . Schreinemachers et
P., Berger T., | 2007 ) . . Ecological Economics
Aune LB, bio-economic multi-agent al. (2007)

systems approach
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Authors Year Title Source title Short Name
Happe K., Does structure matter? The .
Balmann A impact of  switchin the Journal —of  Economic
”| 2008 p . g Behavior and| Happe et al. (2008)
Kellermann K., agricultural policy regime on Oreanization
Sahrbacher C. farm structures &
Brady M., lazggsrtsural soufpport dsﬁoulefnil
Kellermann K. 2009 structure,  biodiversity  and Journal‘of Agricultural Brady et al. (2009)
Sahrbacher C., . Economics
. landscape mosaic: Some EU
Jelinek L.
results
An  agent-based simulation
Freeman T, ; i
model of structural change in| Canadian Journal of | Freeman et al.
Nolan J., Schoney| 2009 . . . ) .
R canadian prairie agriculture, | Agricultural Economics (2009)
’ 1960-2000
- ; 5
Happe K., Wlll th?y stay or will the.y go’
} simulating the dynamics of .
Schnicke H., . . Canadian Journal of
2009 single-holder farms in a . . Happe et al. (2009)
Sahrbacher C., . .| Agricultural Economics
dualistic farm structure in
Kellermann K. .
Slovakia
Sahrbacher C. Past and future effects of the .
Jelinek L., . .. | Post-Communist Sahrbacher et al.
2009 common agricultural policy in .
Kellermann K., . Economies (2009)
the Czech Republic
Medonos T.
Land Use Dynamic Simulator
(LUDAS): A multi-agent system
model for simulating spatio-
Le Q.B., Park S.J,, temporal dynamics of coupled . .
2010 Ecological Informatics Le etal.(2010
Vlek P.L.G. human-landscape system. 2. gic I ( )
Scenario-based application for
impact assessment of land-use
policies
Gibon A., Sheeren Modelling and  simulating
D., Monteil C, change in reforesting mountain .
2010 . ) Landscape Ecology Gibon et al. (2010)
Ladet S., Balent landscapes using a social-
G. ecological framework
The Regional Multi-Agent
Lobianco A, 2010 Simulator (ﬁeﬁMAS)ZI,AS opt(ejn-l Computers and | Lobianco &
Esposti R. source spatially exp It MOCEN) Electronics in Agriculture | Esposti(2010)
to assess the impact of
agricultural policies
van der Straeten
B., Buysse ., A multi-agent simulation model | Journal of Environmental
; S . van der Straeten et
Nolte S., Lauwers| 2010 for spatial optimisation of| Planning and al. (2010)
L., Claeys D., van manure allocation Management '
Huylenbroeck G.
Roeder N., The impact of changing
Lederbogen D, agricultural policies on jointly
Trautner J.,| 2010 used rough pastures in the| Ecological Economics Roeder et al.(2010)
Bergamini A, Bavarian Pre-Alps: An economic
Stofer S. and ecological scenario

’
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Authors Year Title Source title Short Name
Scheidegger C. approach
Happe K., Modelling  the interactions
Hutchings NS, 2011 between regional farming Agricultural Systems Happe et al.(2011)
Dalgaard T, structure, nitrogen losses and
Kellerman K. environmental regulation
An L., Sheely R., | 2012 . Ecological Modelling Chen et al. (2012)
Vifia A, Liu J. enrollment |n‘ payments for
ecosystem services
Brady M., An agent—baseq approach to
Sahrbacher C mo.delmg llmpacts of
Kellermann K.I 2012 agricultural policy on land use,| Landscape Ecology Brady et al.(2012)
! biodiversity and ecosystem
Happe K. .
services
Cost-effectiveness analysis of
policy instruments for .
E?l?lf.?rl\jlalt";hg\?vlj:? 2012 gr.e.enh.ouse. gas gmission :\jl):rr]r;agle(r:‘eEanV|ronmental Bakam et al.(2012)
mitigation in the agricultural
sector
Nainggolan  D., What does the future hold for
Termansen M., semi-arid Mediterranean agro-
Fleskens L., 2012 ecosystems? - Exploring cellular Applied Geography Nainggolan et
Hubacek K., Reed automata and agent-based al.(2012)
M.S., de Vente J,, trajectories of future land-use
Boix-Fayos C. change
Schouten M., Resilience-based governapce in
Opdam p. ru.ral Iar?dsca.pes: Experiments '
Polman N 2013 Wl.th agr|-en\./|ronmenjc .schemes Land Use Policy Schouten al.(2013)
” using a spatially explicit agent-
Westerhof E.
based model
Huber R., Briner
S., Peringer A, Modeling social-ecological
Lauber S., Seidl feedback effects in the
R., Widmer A, | 2013 implementation of payments| Ecology and Society Huber et al.(2013)
Gillet F., Buttler for environmental services in
A, Le Q.B,, pasture-woodlands
Hirschi C.
Widener M.J.,
Bar-Yam Y., Gros Modeling policy and agricultural .
A., Metcalf S.S., 2013 decisionfirr)\ Afgyhanistagn Geolournal Widener et al.(2013)
Bar-Yam Y.
An integrated social and
Daloglu l., ecological modeling
Nassauer J.1.,| 2014 framework—impacts of | Ecology and Society Daloglu et al.(2014)
Riolo R., Scavia D. agricultural conservation

practices on water quality
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Authors Year Title Source title Short Name
Smajgl A, Xu J, A:“:—:Z':i thefﬁ:fecmtleigiszt:; Environmental Modellin
Egan S., Yi Z.-F.,| 2015 payn Jor - ecosy & | smajgl et al.(2015)
services fordiversifying rubber| and Software
WardJ,, Su Y. . .
in Yunnan, China
Climate variability, food security
Wossen T., and  poverty: .Agent.—based Environmental Science | Wossen &
Berger T 2015 assessment of policy options for and Polic Berger(2015)
gert. farm households in Northern ¥ g
Ghana
Climate, energy and
environmental policies in
T t C., Walt . . . . .
roos A1 2015 agriculture:  Simulating likely| Land Use Policy Troost et al.(2015)
T., BergerT. .
farmer responses in Southwest
Germany
Guillem E.E., Modelling farmer decision-
Murray-Rust D, . ..
Robinson D.T making to anticipate tradeoffs
Barnes 'A" 2015 between provisioning| Agricultural Systems Guillem et al.(2015)
Y ecosystem services and
Rounsevell biodiversit
M.D.A. y
Estimating impacts of climate
Mgrgan F.J., 2015 change policy on land use: .An PLoS ONE Mc?rgan &
Daigneault A.J. agent-based modelling Daigneault(2015)
approach
Appel F., Effects of the German
Ostermeyer- 2016 Renewable ~Energy Act on |y iiec policy Appel et al.(2016)
Wiethaup A, structural change in agriculture
Balmann A. — The case of biogas
Baillie S., Kaye- Simulation modelling to .
Blake W., Smale | 2016 investigate nutrient loss Agricultural Water Baillie et al. (2016)
. s . Management
P., Dennis S. mitigation practices
Impacts of climate variability
Wossen T, and food price volatility on
Berger T., Haile| 2016 household income and food| Agricultural Systems Wossen et al. (2016)

M.G., Troost C.

security of farm households in
East and West Africa
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Research Questions

To define research questions in relation to the critical aspects of wider scientific community acceptance, we
consider four ABM related review papers in the agricultural related fields (land use change, socio-

environmental issues, etc.) published so far:

Parker et al. (2003) reviewed multi-agent systems for the simulation of land-use change. Regarding
empirical modeling they conclude than ABMs greatest advantage and at the same time shortcoming is their
flexibility of specification and design that calls for focusing on verification and validation procedures.
Furthermore, among others, they recognize the following challenges: the consolidation of the different

individual decision making approaches and the communication of the models.

Bousquet & Le Page (2004) reviewed the development of multi-agent systems for ecosystem management.
They find that the greatest advantage of ABMs is the combination of their spatial nature and the ability to
represent networks. Among others, they raise the questions of whether individual decision making rules
shall be based on theory or elicited from observation; and of the credibility of the model, i.e. the

presentation of its structure and assumptions and their validity.

Matthews et al. (2007), list as distinct advantages of ABMs the ability to couple social and environmental
models; the capacity to study the emergence of collective responses to environmental management
policies; and the ability to model individual decision making entities incorporating the interactions among
them. They find that the prime challenge of ABM is to show that they can provide new insights into

complex natural resource systems and their management.

Kaye-Blake et al. (2009), provides a more technical overview of the various approaches of different existing
models regarding the modeling of markets (land, water, labor, etc); the incorporation of risk preferences
and other personality traits in the agent decision making; and the issues of information transfer and

opinion transfer between agents.

Based on the advantages and challenges listed by the aforementioned review papers, and also on the
requirements of farm-level models sketched by Berger & Troost (2014) mentioned already in the

introduction, we shaped the following research questions (RQ):

RQ1: What is the status of the published corpus regarding model transparency? Transparency is crucial for
empirical policy modeling. End users of ABM shall be able to easily identify the assumptions, relationships,
and data used in a model. Since ABMs are loosely implemented in software, even when object oriented
paradigm is adopted, transparency is a difficult issue to tackle with and thus we classify the reviewed
papers in order to provide an overall evaluation of the transparency status. Furthermore, this is a
longstanding problem that the ABM community has recognized, e.g. see the OpenABM computational

model library in https://www.comses.net.

RQ2: What is the approach of the published papers regarding the modeling of agent behavior? In past
review papers the ABMs flexibility to model individual behavior is considered a major advantage and in

Reidsma et al. (2018) ABMs are found to be promising for modeling farmer interactions and farm structural
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change. However the high degree of modeling freedom results in a loose family of models very diverse
between them and difficult to compare, reuse and summarize. Thus we attempt a structured classification

of the various behavior modeling approaches, in order to identify potential strengths and weaknesses.

RQ3: What methods are used for initializing agent population? Agricultural policy ABM is used so as to
represent an existing farming system in fine-grain detail, e.g. in plot level or/and farm population level of a
certain area. However, available datasets are usually not sufficient due to aggregated or incomplete data.
Consequently it is necessary to initialize/synthesize the farm population and allocate it in space. The
validity of the initial virtual population has important implications for the validity of the model itself, since
any significant diversion of the properties of the virtual population from the real one renders the model

results disputable.

There are also other important challenges that we do not examine here, mainly because they are of a more
general farm modeling interest and discussing them would require significant space and would rather
distract the focus from empirical ABM. However, we understand to be important and thus provide key
references that came up during the review process: the model’s process validity, where the papers of
Robinson et al. (2007) and the book edited by Smajgl & Barreteau (2014) highlight how to use empirical
methods to accurately represent human behavior; how to deal with model uncertainty, where Troost et al.
(2014) use a systematic approach based on Design of Experiments (DOE); Parry et al. (2013) uses a Bayesian
sensitivity analysis approach; and Ligmann-Zielinska et al. (2014) propose a simulation framework based on

guantitative uncertainty and sensitivity analyses to build parsimonious ABMs.

Data extraction and synthesis

In order to address the research questions, we read the full texts of the 32 primary studies and used a data
extraction form to record our findings. The data extraction form is given in Table 5 while the extracted data

can be found in detail in the excel file in the supplementary material.

Table 5, Data extraction form

Data Extracted Comments
Does the paper follow the well established Overview,
11 Design concepts, Details (ODD, Grimm et al., 2010) | An indicator of  the
' documentation protocol and/or its extension ODD+D | documentation quality
(Muller et al., 2013)?
In detail: (a) Is executable or
i - source code available?
What is the level of the results’ reproducibility?
(b) Is a source dataset
available?
13 Does the paper explicitly report the simulation | how the modeler ascertains
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verification process? that the model is credibly
coded and run in the simulator

The agent behavior aspects

include: Individual Decision
We adjusted the Overview, Design concepts, Details

Making, Learning, Individual

+ human Decision making (ODD+D) of Muller et al. Sensing, Individual Prediction
RQ2 (Agent | 21 to (2013) so as to categorize the.réviewed lpapers ON | |nteraction, Collectives,
several aspects of agents’ decision making. More

behavior) 2.29 Heterogeneity,  Stochasticity
specifically, we took the ODD+D Design concepts and Observation
section and converted most of the guiding questions _
to classification questions. See the Appendix for a
detailed description of the 29
elementary data extracted
31 What is the data source used to create the initial
' population?
RQ3 (Population
synthesis) 3.2 What is the method to create the initial population?
3.3 What is the method to position agents in space?

An important note regarding the data extraction process is that we abstain from concluding that a certain
property or feature is not existent in a paper. Due to the complex model structure (for almost half of the
papers we had to consider an additional source like another paper or a manual) ABMs most often have, it is
possible that a feature was not stated clearly or not reported at all; thus a Type Il error (false negative) is

probable.

Finally we followed up with a synthesis by collating and summarizing the extracted data in a manner that is
suitable to answer our research questions. We employed descriptive and qualitative analysis on our data,
while statistical meta-analysis was not possible due to the Type Il error and the relatively small number of

observations.

Results and Discussion

Literature consolidation

More than 65% of the papers mention that they use a modeling framework'?. Agripolis is used in eight
papers while MP-MAS in six, while the rest used by one paper are Aporia, ALUAM-AB, ARLUNZ, CORMAS,

12 «A modeling framework is a collection of building blocks (i.e., coded methods) and a generic system structure (i.e., abstract
classes representing actors in the system, how they can interact and behave, as well as scheduling actions) that enable researchers
to focus on conceptual representations of the study system; justification of model parameterization; and calibration rather than
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LUDAS, RegMAS, RF-MAS, ERA. Regarding modeling toolkits, Repast) or Repast Simphony is used in three

papers, while Netlogo in two.

Land use change and environmental impact assessment is within the subject of about one third of the
papers while structural change and income, production or market projections of one quarter of the papers.
On average, the study area is approximately 1000 km2, including around 1600 agents with a time span of

20 years.

The journal with the most reviewed publications is Agricultural Systems, an indicator of the multi-
disciplinary nature of the ABM approach. Also many papers are published in journals directly related to
environmental management and some to journals related to geography, another indicator of the spatial
nature of ABM.

In Figure 4, Agricultural economics (Ag.Econ) journals appear in deep and marine blue that is prior to 2010
and they are located mainly in the south west quartile of the map, which means that they cite similar
references, in other words they drill from the same sources. Policy, systems and environmental analysis
journals appear after 2010, they cite both Ag.Econ (the seminal papers) and others. A possible explanation
is that first publications concern the methodology and theory so they fulfilled requirements of Ag.Econ
journals whereas the latter ones focus on implementing the methodology with emphasis in the
environment. Another explanation could be that after succeeding to the rigorous scrutiny of Ag.Econ
journals, teams who developed such ABMs were solicited in research projects undertaken by
multidisciplinary consortia. The output of these projects had a broader scope beyond disciplinary journals

in agricultural economics, notwithstanding higher impact factors.

developing a model from scratch. Frameworks are significantly more refined than general ABM toolkits, as they integrate domain
knowledge and preassemble building blocks that facilitate domain-specific research questions (e.g., land-use change, production
decisions )”. (Murray-Rust et al., 2014)
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Figure 4, Network of journals using bibliographic coupling analysis in VOSviewer. The positioning of items is
determined based on the number of references they share; edges between two nodes denote that there is at least
one common reference between them. Two source journals are omitted from the graph as outliers to optimize
visibility: Agricultural Water Management that is only linked to Land Use Policy and Geojournal not linked to
any other journal

Model Transparency

Over 60% of the reviewed papers followed the ODD or the ODD+D (Muller et al., 2013) documentation
protocol. This clearly enhances the readability of the models by other researchers. But still, since ODD is
originally targeting ecology ABMs, the ODD+D (Muller et al., 2013) seems a promising extension that covers

several human decision making aspects and it should be more widely adopted.

Another effort towards improving documentation quality is to prototype the creation process of the
empirically based ABMs itself. The paper of Smajgl et al. (2011) is moving towards this direction. They
propose a parameterization procedure for empirical ABMs, composed by three steps: Extracting different
agent classes and corresponding behaviors; eliciting each agent class behavior parameters or rules; and
assigning each individual member of the simulation population to some kind of behavior. This framework
can be potentially transformed to a documentation protocol, like ODD, with relevant questions common to

all empirically based ABMs that will clarify to a great extent each model’s approach.

On most papers (22 out of 32) of the reviewed papers we did not recognize any possibility of reproducing
the results. In two papers the source code was available, in another two the source and the model’s dataset

was provided, and in another six the executable files and data was available to reproduce the results.
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Reproducibility provides credibility to empirical models and more attention shall be given by authors and
by journals publishing related work. We believe that at minimum, an executable and a related dataset shall

be available to model users.

Regarding model verification, for the models that provided source code, this is partially fulfilled since the
end users can check themsevles the model verification, although practically this may not hold, e.g. the end
user does not have command of the model’s programming language. In any case, in two reviewed papers
the verification process is explicitly stated to be performed by means of unit testing. Unit tests are a
powerful tool for doing so: As Daloglu et al. (2014) is describing, the software development is happening in
small steps, and for each step code test units are written that are fed with a predefined input followed by a
comparison of the expected and observed output of the test unit. This testing process could also act as the

public verification of the model when unit tests are given alongside with the executable.

Overall, we propose a four-level incremental scale to characterize the quality of model transparency: access
to model documentation; following a documentation protocol; dataset and executable; dataset and source
code (Table 4). In Figure 4 we give an assessment of the model transparency quality of the reviewed

papers.

Table 6, Proposed verification stages

Explanation of the simulation model by self-means (as discussed in Muller et al.,
2014)

Level 1

Documentation Follow a broadly recognized and well structured (initial conditions, timing,

Level 2 interaction, unit tests, exposition of the mechanics of the simulation )
documentation procedure, e.g. ODD+D

Ability to reproduce the results
Level 3 (take the simulation executable and run it with only one dataset and reach the same
results)

Reproducibility
Ability to change the assumptions of the simulation, run the model and test the

Level 4 sensitivity of the results
('source code is provided)

-87-



100%

61%
229
11%
Docu n(L1) Bina.(L3) Sour_&
T T T

TFr roaneys
rransparency

Lit\r—af-N
1 1

Eictitra-0—0O44 Aeal
miyarc g, dudlity Uriviouci

Agent Behavior

Results

Regarding the decision making entity (the agent), almost 70% of the papers refer to a farmer/farm where
the decision making (DM) process is revolved around production or/and investment while the rest to a
farm household where DM also includes consumption. Other DM objects found, although less frequent,

regard the land use or a conversion to a management practice.

We did not notice papers to include agents in lower or higher scales. By agents we mean entities that
display autonomous and proactive agency in contrast to passive entities, e.g. “agents” that serve as
database for other real agents to retrieve info from. This latter type of so-called agency is present in many
papers, but since it is a merely technical software construct, it does not affect the dynamics of the
simulation and we are not interested on reviewing and reporting on this. In the existing literature, decision
making was studied only in a single scale (that of the farmers agents), and the effects of decision making at

different scales are largely unexplored.

Regarding the DM algorithm, about 60% of the reviewed papers are considering rational agents using
explicit mathematical programming optimization (MP), about 20% employ reflective agents using simple
rules (SR), e.g. if neighbor is in state A, then do B. The rest employ some type of behavioral heuristics (BH),
e.g. calculate the utility of the alternatives and select the maximum. If we regard papers that use the same
modeling framework as a single paper (it is plausible to do so, since a modeling framework uses the same
DM approach across all related publications), then MP is used 45%, SR by 30% and BH by 25% of items.

In almost 20% of the papers the agent DM process is itself a stochastic process, e.g. the agent maps a
probability of selection to the alternatives and the simulator select randomly using those probabilities. Also
we did not notice any paper to explicitly consider the variability of any parameter of the DM algorithm, e.g.

the variance of price is a parameter of the agent’s decision model.
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In over 85% of the papers the agents were adaptive. We considered an agent to be adaptive if he is capable
of responding to other agents and/or its environment change of state; this is a very broad definition of
adaptiveness where even simple reactiveness is included. On all papers that included adaptive agents,
spatial aspects were incorporated in the DM (e.g. an agent is located in space and thus holds specific
endowments). In almost 70% of the reviewed papers, temporal dimension was also affecting DM (e.g. data
from past events or prospects of future outcomes). On the other hand we did not notice a paper that

incorporated social norms or cultural values in DM.

We identified learning in two papers. By learning we mean the improvement of the agent’s performance in

the course of time by gaining more information/knowledge of the environment.

In 85% of the papers agents were sensing their environment and the nature of that sensing was rather
global, e.g. all agents read a product global price; than local, e.g. read the neighbor’s price (4 papers). We
did not notice any paper to explicitly model the sensing process but rather information was directly
provided to agents. We also did not notice any paper to model errors in sensing, e.g. stochastic sensing

could serve as such, or costs for sensing.

In about half of the reviewed papers the agents make predictions, i.e. the estimation of future conditions
the agents will experience, like the use of expected prices or yields; however if we group papers by
modelling framework, only in one quarter of approaches agents make predictions.. In three papers the

projection to the future was endogenously modeled.

As far as agents interaction is concerned, we identified it in 60% of the reviewed papers. Over 70% of those
was referring to a land market and the rest to some kind of information exchange through a network. Land
market was primarily implemented as non-direct type of interaction, e.g. agents were submitting bids to a
database and they were globally cleared, while information exchange in most cases were modeled as a

direct agent to agent interaction.

In two papers we identified collectives, i.e. emerging aggregations of agents that affect individual agents. In
all reviewed papers agents were heterogeneous regarding their state variables, e.g. resource endowments,
but only in five, agents were exhibiting diverse behavior, e.g. different goals and thus a diversified DM

process.

Regarding simulation stochasticity, in one paper a global parameter was itself a stochastic element that was
updated in each simulation turn. In less than 30% of the reviewed papers it was reported that many runs
were performed to account for the randomness in simulation parameters. In some of those papers it was
stated that “multiple runs with different initial random seeds were performed”. However since for pseudo-
number generators, the series of two different seeds are correlated, the correct way to perform multiple
runs is to use a single seed across all runs, using the first n numbers for the first run, the second n numbers

for the next run, etc.

Regarding the presentation of the results, in all papers aggregated results were shown. In 25% of the

papers a distribution of an observation variable was also given and in almost 30% a GIS map was provided.
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In Figure 5, we provide a graphical overview of the above results that provide. In the horizontal axis is the
specific dimension we examine (e.g. Adaptive agents in model?, DM with spatial aspects in model?, etc.)
and in the bar we show the percentage of papers we have positively recognized to do so (e.g. in ~80% of

papers we recognized to contain adaptive agents).
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Figure 10.Various aspects of Agent Decision Making

Discussion

Agents’ reactiveness can be considered to be the minimum requirement for a model to be classified to the
ABM discipline. From a modeling perspective, the agent’s decision making algorithm shall contain a
parameter, representing another agent’s or an environmental stimulus, which potentially varies during the
simulation. For more complex ABM settings, one or more of agents’ sensing, interaction, prediction,
learning and collectives shall be explicitly modeled. For the vast majority of the reviewed papers agents’
reactiveness was easily identifiable, but the rest ABM elements, with the exception of interaction, do not

seem to be frequently modeled.

We also find that emergent phenomena are not highlighted in the majority of the reviewed papers. By
emergent phenomena, as Grimm & Railsback (2005) note, we consider output properties that are not
simply the sum of the properties of the individuals and cannot easily be predicted by a priori consideration
of the individual agents. For example the existence of path dependence on the distribution of farm sizes or
a skewed distribution of the land uses can be considered emergent properties; they are properties of the
system and not of the individual agents and cannot be derived by examining agents in isolation. ABMs are
very suitable for highlighting emergent properties. The fact that most reviewed paper are not focusing on
those properties can be attributed to their empirical orientation and that highlighting emergent
phenomena might distract their scope. An exception is the paper of Happe et al. (2008) that examines the

evolution of structural change in relation to different policy regimes. In any case, in the majority of the
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reviewed papers, we recognize spatial explicit models with heterogeneous agents’ that nevertheless is a
good argument to use the ABM approach, but we do not see the modeling of complex adaptive systems as

discussed in Xepapadeas (2010)".

Thus a future research direction is to answer whether it is feasible that complex adaptive systems
modeling, using ABMs, can provide useful insights for empirically based questions and another is how to do
this credibly without increasing the model uncertainty and loosing focus from the policy question. One
possible direction is to include more frequently currently overlooked elements (agents’ sensing, prediction,
learning and collective); another path may be the incorporation of heterodox theories on economic agent
decision making, containing components on human bounded rationality, evolutionary decision making and
interaction. For instance as discussed in Foley (1994), Day (2008) and Elsner (2012), could serve toward this

end.

Regarding agent interaction, it is included in most of the reviewed papers and is modeled mostly in an
indirect way (e.g. a third party clears the collected bids of all agents). We believe that more empirical
research should be conducted for modeling explicitly the mechanisms and the parameters of the agent
interactions. Good examples of empirical investigations about farmers’ interaction are found in Mertens et
al. (2016) and in Manson et al. (2016).

In a few papers, agents are interviewed about their reactions to various scenarios and then those are
inserted in the ABM model. A promising extension of this approach is that of Delmotte et al. (2016). The
farmers are iteratively providing decision choices through software that then feed the ABM model. A
remote (e.g. web based) gamification framework, where farmers will participate in a business game,

providing their decisions online, can potentially replace the one-shot interview that elicits agents attitudes.

Regarding the stochasticity of the models, most papers do not report how they deal with the randomness
in the simulation. It is not mentioned explicitly that multiple runs were performed and furthermore result-
variables are reported without statistical measures (mean, standard deviation, etc.). ABM may be
considered as stochastic computer experiments, since agents’ properties are usually random distributions
(e.g. positioning of agents, multivariate distributions of agent properties, etc.); and also agents’ interactions
can be modeled only as stochastic processes, e.g. agents are randomly selecting another agent from a set
of neighboring-agents to commit a transaction. Thus the stochastic nature of ABMs dictates that the results
should be given in the form of appropriate statistical distribution parameters, something that is not
common among reviewed papers. Furthermore advanced data analysis techniques, like time series
analysis, spatiotemporal methods and data mining algorithms could be incorporated in ABM software

packages as discussed and exhibited in Lee et al. (2015). Also we find very interesting, although not popular

13 «Economic, social, and ecological systems are examples of Complex Adaptive Systems. Economic systems are comprised of
individual agents that pursue their own objectives and interact among themselves. These interactions lead to the emergence of
macro behaviors that ultimately may feed back to influence the actions of individual agents, but typically on different time and
spatial scales. The actions of individual agents and the emerging macroscopic outcomes may also be influenced by actions taken
by regulatory institutions in their attempt to mitigate externalities associated with individual actions.”
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among the reviewed papers, the insertion of a stochastic element in the DM process. For empirical models,

that could compensate for the lack of exact knowledge on agent behavior.

Overall, since there is homogeneity of the subject and the object of decision making, we believe that it is
feasible to develop a unifying decision making and interaction framework. A common object oriented
programming framework would help towards this direction as Bell et al. (2015) propose. In fact Aporia
framework (Murray et al., 2014) uses such an object-oriented approach for modeling the agent decision

making for agricultural land use and may be a good step toward this end.

Population synthesis

Regarding the data source used to create the initial population, in 18 papers a microeconomic database was
used, in 9 interviews with all or a sample of the agent population and in two papers GIS data was used. For

3 papers we could not identify the data source. We find that data scarcity is not a major barrier since
detailed geographical data (e.g. cadastral maps, land use maps, etc.) and disaggregated data of farm
surveys, are often used by the reviewed papers. Interviews may also prove cost effective when models deal

with relatively small areas with a few agents.

Regarding the method used to create the population, in 8 papers cloning was used. By cloning we mean that
a limited number of agents, less than the number of the simulation agents, were replicated in order to
reach the final agent population. In eight papers a monte carlo method was used, where the agents’
population is randomly drawn from an empirical joint distribution of the farm properties; the latter is
created from the available data for a limited number of agents. Finally for three papers the agent
population was a one-to-one correspondence of real data and for the rest 13 we could not identify how the

initial population was created.

The problem with the cloning approach is that, it reduces the variability of the model data compared to real
population, multiplying the sampling error and possibly affecting the validity of the model dynamics.
Furthermore, no sensitivity analysis regarding the random effect of the population generation process can
be conducted, since only one population can be generated, i.e. the clones of the sample farms. Monte

Carlo methods, as discussed in Berger & Schreinemachers (2006) hold better statistical properties.

Regarding the method used to position agents in space in 12 papers we could not identify this method, in

18 papers it was randomly positioned and in two the plots of the farmers were corresponding to real data. .
Random positioning ignores the likely spatial autocorrelation of their properties but can be overlooked if
the simulation is dealing with a spatially homogeneous farming system. Otherwise, provisions should be
made to spatially allocate the agents based on at least some plausible evidence. In any case, spatial
location can potentially be included in the population synthesis process; spatial location being a farm

property. Mack et al. (2013) is closer to this approach.
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From a software engineering point of view, incorporating population synthesis as a distinct module with a
special user interface may provide to end users the ability to experiment on the impact of data downscaling

assumptions to the model output.

Overall, regarding population synthesis and spatial allocation, there seems to be a rigorous research
interest, not directly related to agricultural policy ABM, but with potentially applicable results to empirical
models for agricultural policy evaluation. For instance the paper of Harland et al. (2012) reviews and
compares three state-of-the-art spatial population generation techniques (deterministic reweighting,
conditional probabilities and simulated annealing) and Hamada et al. (2015) present a novel kernel

estimator for reconstructing an entire population from a small sample survey.

Conclusions

ABMs can complement conventional farm models for policy analysis, as pointed by Berger (2001):
heterogeneity of behavior can easily be modeled; a wide range of farm to farm interaction can be included
like information exchange, markets of locally available resources with endogenous price formation, etc.;
dynamic comparative analysis can be undertaken as opposed to the comparative static approach of
equilibrium based farm models; spatial element is inherently included and that allows to investigate the
spatial dynamics of various properties, e.g. the land rents. Another key strength is the ability to link human
and environmental elements using space as the common element, a very important feature considering the

pro-environmental orientation of contemporary agricultural policy.

In this review we examined the ABM literature on policy evaluation from 2000 to 2016 in order to (a)
consolidate it in a consistent and transparent way; (b) to examine the critical aspects of empirical based

individual farm policy evaluation ABMs that will expand their use.

Regarding the literature status on policy evaluation ABMs, there is a significant increase in the number of
publications after 2008 at a large extent due to the potential of early seminal papers published in the
previous period. We distinguished between individual-farm ABMs and not-individual or non-farm ABMs,
and between data-driven and theory-driven approaches. Figure 8 provides an illustrative summary of their
evolution. In this respect, researchers can carry over from the detailed literature classification, either for

examining the groups of papers that we are not focusing into, or for a future review on the same subject.

We examined several critical aspects of empirical-based farm ABMs in relation to wider adaptation for
policy analysis. Those aspects are based on past reviews and on generic farm model requirements sketched

by Berger & Troost (2014). A summary of our findings is given below:

Modeling transparency: We find that the majority of the papers follow the ODD protocol (Grimm et
al., 2010), however the overall level of modeling transparency has potential to be further improved.
At a minimum an executable and related data shall be available to end users. When for privacy or

copyright reasons data cannot be shared it is advised to make available synthetic sample data
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together with the model. Last but not least, unit testing is a good practice to be employed for public
model verification.

The sufficient detail of farm management and agronomic conditions and the heterogeneity in
behavioral constraints and behaviors: ABMs can be as analytic as the traditional microeconomic
models regarding the details on those aspects. Moreover, they can incorporate behavioral
parameters that other type of models cannot; Learning, collective structures, modeling complex
adaptive systems. We propose that more rigorous research is needed primarily on whether
incorporating those can provide useful insights for empirically based questions and how to do this
without increasing the model uncertainty and loosing focus from the policy question.

Farm interaction and incorporation of spatial dimension: ABMs exhibit those two features to a
satisfactory degree. However, more work shall be done so that interactions are modeled in a direct
way and established on empirical data. More information shall be provided on the population
initialization that includes positioning in space and statistically sound methods shall be established

for doing so; the above two additions will improve the spatial dimension.

Overall, although ABMs clearly outperform mainstream modeling approaches in certain aspects, they face
difficulties to be widely adopted by modelers and applicable for large scale assessment. By means of
literature review, the present work attempted to identify some of them and provide insights for
enhancement which along with advances in computing and standardization of parameterization and

calibration processes can spread their use by policy analysts and decision makers.
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Appendix

ODD+D (Muller et al., 2013)

Review

Design

Examples Guiding questions Review Questions Comments
Category
] o “Agents in lower/higher scale”: We
Name subjects (individuals . N ]
consider only entities that display
agents / households, on )
Ilii.a What are the subjects and objects of autonomous agency. For instance we do
communal level, top down _ )

- decision-making? On  which level of not consider an “agent” that is used merely
decision  maker) and tion is decisi i deled?| ¥ Subject of decision making as a information database for other
objects of decisions, e.g. aggregation is decision-making modeled?| 5 Objects of decision making

Are multiple levels of decision making]| 3. Are there any agents in a | simulation agent to retrieve info from (a
Form of land use, higher/lower scale other than farm? ., .
o included? g f “ministry agent” that responds to queries
distribution of labor, ' ; _ ) )
on subsidy prices, is not consider an actual
choices of buying and o o
agent and thus it is not “an agent in higher
. selling
Individual scale than farm”).
Decision - - _
. Rational choice (classical
Making

optimization approach,

utility maximization),
bounded

(satisficing approach),

rationality
no
objectives (routine based,

trial and error)

ILii.b What is the basic rationality behind
agents’ decision-making in the model? Do
agents pursue an explicit objective or have

other success criteria?

Decision tree, utility

function, random choice

Il.ii.c How do agents make their decisions?

4.

How do agents make their

decisions? [SRB, BH, MP]

SRB: Simple rule based, e.g. if neighbor is in
state A, thendo B

BH: Behavioral Heuristics, e.g. calculate the

-99-




utility of the alternatives and select the

maximum

MP: explicit mathematical programming

optimization

Definition of adaptive agent: An agent is

Adaption  of  resource . ) ) considered adaptive if he is capable of
. | ILii.d Do the agents adapt their behavior to ) )
extraction level in _ responding to other agents and/or its
) changing endogenous and exogenous state dantive?
dependence of ecological _ _ > Are agents adaptive? [Yes, No]  enyironment. We consider a very broad
variables? And if yes, how?
state of resource definition of adaptiveness, i.e. even simple
reactiveness is included.
Il.ii.e Do social norms or cultural values play | 6. Do social norms or cultural

Cultural norms, trust

a role in the decision-making process?

values play a role in the decision-making
process? [Yes, No]

Space-theory based models

ILii.f Do spatial aspects play a role in the

decision process?

7. Do spatial aspects play a role in
the decision process? [Yes, No]

Is the Decision making shaped within a
spatial dimension (e.g. an agent is located
thus  holds

endowments that affect the DM process as

in space and specific

paramaters)

Discounting, memory

Il.ii.g Do temporal aspects play a role in the

decision process?

8. Do temporal aspects play a role
in the decision process? [Yes, No]

Does the agent decision process includes
data from past events (e.g. memory) or
outcomes (e.g.

prospects of future

expected price)

Not at all / stochastic
elements mimic
uncertainties in agents’

behavior / agents explicitly

Il.iilh  To which extent and how s

uncertainty included in the agents’ decision

rules?

9. Is uncertainty included in the
agent’s decision rules? [VAR, STOCH,
No]

VAR: if agent consider the variability of
estimated values that are used in the
decision process (e.g. the variance of price

is a parameter of the agent’s decision
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consider

situations or risk

uncertain

model)

STOCH: if the agent DM process is itself a
stochastic process (e.g. the agent maps a
probability of selection to the alternatives
and the simulator select them randomly

using those probabilities)

Change of aspiration levels

[Liii.a Is individual learning included in the

Definition of Learning: The agent is

improving its performance in the course of

10. Are anente learninn? I'Yec Ninl
_ gecislon processy HOw do Individuals _ o
depending on past time by gaining more
) change their decision ruies over time as ) )
Learning experiences ) ) information/knowledge of the
consequence of their experience? 7
environment.
Evolution, genetic ILiii.b Is collective learning implemented in
algorithms the model?
Il.iv.a What endogenous and exogenous 1. Do ~ agents ~ sense  their
environment ? [Yes, NoO]
state variables are individuals assumed to| 12. Does sensing includes
— . . 2
sense and consider in their decisions? Is the | €/T0n€ous elements? [Yes, Noj
sensing process erroneous?
Sensing (including working power, | Iliv.b What state variables of which other

monetary resources,

income  resources)

other

and

behavior of other agents

individuals can an individual perceive? Is

the sensing process erroneous?

13. Do agents perceive state
variables of other individuals? [Yes, No]

Local, network,

(whole model space)

global

IL.iv.c What is the spatial scale of sensing?

14, What is the spatial scale of
sensing? [Not applicable, Local, Global]

Local sensing: If agent can perceive data or

events in his local neighborhood (e.g. yields
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of neighborhood)

Global sensing: If the agent can perceive

data or events in any part of the

environment (e.g. market price)

Sensing is often assumed
to be local, but can happen
through networks or can
even be assumed to be

global.

Il.iv.d Are the mechanisms by which agents
obtain information modeled explicitly, or
are individuals simply assumed to know

these variables?

15. Are the mechanisms by which
agents obtain information modeled
explicitly, or are individuals simply
assumed to know these variables? [Not
applicable, Explicitly modeled,
information is given directly]

Il.iv.e Are costs for cognition and costs for

gathering information included in the

model?

16. Are costs for cognition and/or costs
for gathering information included in the
model? [Yes, No]

Extrapolation from

experience, from spatial

observations

Il.v.a Which data uses the agent to predict

future conditions?

17. Do agents make/use predictions?
[Yes, No]

Definition of prediction: The estimation of

future conditions the agents will

experience (e.g. expected prices or yields)

Ilv.b What internal models are agents

Individual ]
assumed to use to estimate tuture o
Prediction 18. Is the agent prediction process
decisions?
(External) uncertainty, | Il.v.c Might agents be erroneous in the ) _
19. Might agents be erroneous in
\IIILCIIIOI’ LGPGUIIILY Ul LUIc PICUILLIUII pIULCD), aliu 11U vV 1> (19 the prediCtlon prOCGSS" [NO'[ applicable
agent implemented? Yes, No]
. Direct interactions, indirect | Il.vi.a Are interactions among agents and | 20. Are there interactions between | Indirect interactions are those that there is
Interaction . das di indi , agents? [Yes, No]
interactions (mediated by | entities assumed as direct or indirect: 21 Are interactions among agents | 2 mediator between agents. For example a

-102-




the environment / the

market, auction)

Spatial distances

\HICIFHUITIVUUU), TITLWUIRD,

type of agent

and entities direct or indirect? [Not
applicable, Direct, Indirect]

land market auctioneer that gathers all

bids and clears the market.

Instead in direct interactions, agents are
“talking” each other. For example a land
market auction mechanism, where two
picked agents are exchanging bids that will

result or not to a transaction

[l.vi.bo On what do the interactions depend?

22, What types of interactions are
present ? [Not applicable, Land Market,
Information networks, ....]

Explicit
(Matthews et al., 2007)

messages

the interactions  involve

communication,

Il.vi.c If

how are such

communications represented?

Centralized VS.

decentralized, group based

Il.vi.d If a coordination network exists, how

does it affect the agent modeler? Is the

Collectives

structure of the network imposed or
tasks
emergent?
ll.vii.a Do the individuals form or belong to | 23. Do the individuals form or
. f . belong to aggregations that affect, and
Social  groups, human aggregations that affect, and are affected| ... affected by, the individuals? [Yes,

networks and organizations

by, the individuals? Are these aggregations
imposed by the 103odeler or do they

emerge during the simulation?

No]

24. Avre these aggregations imposed
by the modeler or do they emerge during
the simulation? [Not applicable,
imposed, emerged]

Collective as emergent
property vs. as a definition

by the modeler (separate

[l.vii.b How are collectives represented?
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kind of entity with its own

state variables and traits)

Heterogenei

ty

Would an exchange of one

agent with another at the

[l.viii.a Are the agents heterogeneous? If

o yes, which state variables and/or processes| 25. Are agents heterogeneous ?
beginning have an effect| [Yes, no]
) ) differ between the agents?
on the simulation?
IL.viii.b Are the agents heterogeneous in
their decision-making? If vyes, which | 26. What kind of heterogeneity

decision models or decision objects differ

between the agents?

exists? [Not applicable, State variables,
Behavioral, Both]

Stochasticity

Il.ix.a What processes (including

Inatizacivil)  adic  1uvucicu vy  ddduUllliiiyg

they are random or partly random?

27 \Where is randomness invnlved?

[no randomness, initialization, decision
making, communication, multiple runs]

By randomness we mean the use of a

probabilistic element

DM: Stochastic element in agent DM

algorithm

Runs: Many runs in order to measure the

randomness effect

Within-runs: A global

stochastic element updated each run

parameter is a

Observation

Il.x.a What data are collected from the ABM

for testi derstandi d lvzing it 28. In what relative-to-farm-scale
or testing, understanding, and analyzing I, | are results presented? [farm level,
and how and when are they collected? aggregated level]
Definition of emergent phenomena: (as in
ll.x.o What key results, outputs or | 29. Are there any emergent _ _
phenomena identified in the Grimm & Railsback, 2005)

Cridrdeierisics ol uie rmouel dre erneirging

output/results? [Yes, No]

Emergent properties are not simply the sum of the
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from the individuals? (Emergence)

properties of the individuals,

Emergent properties are of a different type than
the properties of the individuals (e.g., the spatial
distribution of individuals is a system property of
a type that none of the system’s individuals has),
and

Emergent properties cannot easily be predicted by
looking only at the individuals.
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Introduction

Environmental concerns in contemporary agricultural policy make the modeling at a disaggregated spatial
level very relevant (Ewert et al. 2011, Kampas et al. 2012, Donati et al. 2015). Furthermore it is widely
acknowledged that agricultural systems should be apprehended as coupled socio-ecological systems (Ewert
et al. 2009, Filatova et al. 2016) and thus it is necessary to the link of farm decisions with agri-environmental
status, and consider any related feedbacks. In that context, farm scale policy analysis is receiving increased
attention (Langrell et al., 2013). Louhichi et al. (2013) identify five types of models with the farm as the
decision-making unit: mathematical programming, econometric, econometric-mathematical programming,

simulation approach and agent based models.

Among these types, agent based models (ABM) have appeared in the end of 1990’s (Balmann 1997; Berger
2001; Happe 2004) for modeling structural change of agricultural production systems. ABMs can be
considered descendants of the recursive mathematical programming (MP) approach, as the initial ABMs
included a typical MP production/investment problem coupled with a land market module that was solved
recursively. The innovative elements were: the ability to include farms’ interaction and in this way to
evaluate the direction of the structural change (farm growth, farm entry/exit); and the implicit consideration
of spatial dimension which potentially could lead to operational integration with biophysical models. Since
then, ABMs have been used for a wide range of policy evaluation goals: land use change (Brady et al. 2012,
Nainggolan et al 2012, Troost et al. 2014), environmental impact assessment (Daloglu et al. 2014, Gimona et
al. 2011, Schouten et al. 2013), structural change (Appel et al. 2016, Mack et al. 2013, Troost et al. 2015,
Lobianco et al. 2010), production and market projections (Appel et al. 2016, Lobianco et al. 2010) and
technology diffusion (Alexander et al. 2015, Rebaudo et al. 2013).

Due to the growing body of ABM literature, we identify a distinct class of ABMs, where the decision-making
unit is the individual farm, naming it as “individual farm agent based modeling” (IF-ABM). The individual
farm scale raises special modeling issues and several methodological challenges which are discussed in the
rest of the paper. As an example, consider the works of Troost et al. (2015) and Sorda et al. (2013), which
both deleloped agent based models for modeling biogas production in an agricultural system. The first paper
considers individual farms as the agents of the simulation while the latter defines agents in a more aggregate
level, such as federal government, bank, electric utility, municipality representative investor and municipality
substrate supplier. The methodological and data requirements are obviously very different. Troost et al.
(2015) shall be classified as IF-ABM while Sorda et al. (2013) does not fit in this subcategory.
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The IF-ABM approach offers several advantages regarding the evaluation of contemporary agricultural
policies, considering that environmental aspects are in the foreground. Such models can be far more easily
coupled with existing environmental and ecological models than the mainstream representative farm
models. Some examples of IF-ABM coupled with a water quality model is found in Daloglu et al. (2014), with
a nitrogen loss module in Happe et al. (2011), with an individual-based model of skylark breeding population
to assess biodiversity in Guillem et al. (2015) and with a species metacommunity model in Gimmona et al.
(2011) and Polhill et al. (2013). Other advantages are their ability to include space dimension, to better
represent farms’ heterogeneity and to thoroughly model the interaction dynamics. The latter is very
important for exploring the complexity of socio-ecological systems (Xepapadeas 2010, Levin et al. 2013,
Polhill et al. 2016).

In this paper, after discussing the pros and cons of switching from representative to individual farm
modeling, we present a policy evaluation case study modeled in the ABM approach. We describe the model
and data setup and present the results, closing with a discussion on how the ABM and the representative

farm modeling can complement each other.

The transition from Representative to Individual Farms

Most often, current farm-level approaches are most commonly using representative farms (Reidsma et al.,

2018). The actual population of individual farms has been reduced through sampling to a number of
representative farms, based on relevant criteria such as production activity, economic size, administrative
region, etc. On the other hand, as discussed in Kremmydas et al. (2018), Agent Based Models for empirical
policy evaluation use data on individual farms, trying to reproduce the behavior and the effects on the actual

farm population in a study area.

A question arises: What are the additional benefits and the additional costs of modeling with individual-
farms compared to representative-farms? We summarize them in Table 1 and discuss them in more detail

underneath.

Table 1, Summary of additional cost/benefit analysis of switching from “representative farms” to

“individual/agent farm” scale regime

Additional Benefits Additional Costs
More accurate representation of spatial dimension — Data availability and accuracy is diminished
Can represent farm heterogeneity better Higher number of assumptions
Better representation of interaction dynamics Conclusions less robust
Better alignment with biophysical models

The transition from representative to individual farm level modeling comes with the following benefits:

- 108 -



1. Spatial dimension is more accurately represented. Disaggregating the agents means that each agent
can be positioned in an individual location. For instance, 5 representative groups of agents can be located to
maximum five locations while decomposing the group to 500 agents, means that now at maximum 500
locations can be attributed. This is particularly important when including environmental aspects in the policy

model, where space is essential (e.g. land use change, diffusion effects, etc.).

2. Representing Farm heterogeneity is enhanced though ABM. This is self-evident since the number of

agents are increased and potentially individual property values can be assigned.

3. From (1) and (2) it follows that the accuracy of the interacting dynamics is clearly improved. Despite
that, modelling agents; interactions, this is only possible at inter-group level. By contrast, , the transition to
individual agent regime, combined with the spatial allocations of the agents allows modelling of fairly
detailed interaction dynamics, drilling down to modelling interactions among individuals. This enables the

potential to identify intra-group effects that emerge from those diverse interactions.

We illustrate this in Figure 1, where we have 3 interacting representative groups and we break the groups,
simply by cloning the group agents (G1 has 3 gl agents, G2 has 2 g2, G3 has 3 g3) and positioning them in a
social network. The interaction dynamics representation is more elaborate, independently of the

heterogeneity of the agents (even if agents are clones of the representative agent).

Representative Farms Individual Farms

gl
Gl | > | a2 e, 3«

N 7 NS

G3

Figure 11, Interaction dynamics comparison between "representative agents" and "agents" scale regime

However the transition from representative to individual farm is accomplished at the expense of additional

costs:

1. Data availability and data accuracy is limited. The finest level of the current agricultural databases is
usually representative farms through the use of stratified sampling (e.g. EU Farm Accountancy Data Network

-FADN or US Agricultural Resource Management Survey - ARM). Thus the use of “representative farms”
modeling has a sound statistical base, which is not the case for the “individual farm” level. Either field
surveys have to be conducted or statistical techniques to be employed in order to include in the model the

farm population.
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2. Large number of assumptions. As previously stressed, the majority of low-level data sources focuses
on representative agents and most probably not all the required data variables of the agent level are
available. For example the managerial capacity of each farm can only be deduced by data not collected. In
the case of the individual farm’s future price expectation formation, no related datasets are available and

assumptions are rather heroic Thus for the “missing variables” new assumptions have to be made.

3. Due to points (1) and (2), the results of the model may no be robust. This drawback calls for using

experimental design and sensitivity analysis techniques to assess the output reliability.

In particular, the evaluation of regionalization with a representative farm model, a representative farm
model cannot provide insights into the impacts of different policy options to farms through the effects on
local resource markets like land market and animal feeds that are produced and consumed locally. Thus the
purpose of the study is to complement the existing representative farm model with an Agent Based version

that will provide insights on the above facets.

The Agent Based Farm model

An overview of the components and the functionality of the ABM model are given in Figure 2. The
rectangular shapes are submodels while the curved shapes contain the data that is transferred from one
submodel to the next. The ABM model, after some initialization procedures, starts from the Plan Production
submodel and finishes in the Land Market submodel. Each completion of the Plan Production — Update

Financial Status — Land Market path constitutes a model round and corresponds to a single production year.

Rented land :
Land price Produc_hon
Planning
Area (production) for selling to market
Area (production) for feedstock
Number of Animals
Land
Market
Profit Update
Available working capital Financial Status

Figure 12, Overview diagram of the ABM model
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Regarding the Production Planning phase, we maintain the GREFAM model and input data structure and thus
all the details found in the GREFAM manual hold for the ABM farm mathematical programming model. The
output of the model is the level of crop activity (in hectares) for selling to the market and for feeding the
farm’s animals. Each farm also decides on the number of animals it will hold for the current production year.

This combined with the milk yield is the base for calculating the livestock income.

In the Update Financial Status submodel we combine the production decisions of the production planning
submodel with the prices of the activities’ output and the land rent paid by each farm to update their
financial status. We keep the current round’s gross profit but we also have the accumulated gross profit for
all previous rounds. Then the available working capital is updated as a percentage of the current round
profit. In the current version of the model we keep this fixed across all rounds but it is differentiated from
farm to farm based on the observed value of the base year. In this step, farms that their accumulated profit
is negative are considered to exit farm activity and their owned land is considered abandoned wile their

rental contracts are immediately expired.
The Land Market module performs the following operations:

Calculate the land market supply. This is the sum of abandoned land plus any expired rental contracts

during the current round.

Calculate the farms’ Willingness-To-Pay for land. It equals the farms’ shadow price for irrigated and
non-irrigated land. We calculate the shadow prices by parametrically solving the model for additional

land units using the updated working capital from the Update Financial Model submodel.

Market Clearing. For each land supply unit a random procedure sets the new tenant and the price.
The probability for a farm renting a land unit is proportional to its shadow price, thus farms with
higher land shadow price will end up with a higher proportion of the newly rented land. For each
rented and unit, the price is a random number between the current average land price in the area

and the shadow price of the new tenant.

The Land Market module updates the rented areas and a new round begins from the Production Planning

submodel.

In representative farm models, as explained in Kremmydas et al. (2018), market is cleared in an aggregated
way. The willingness to accept and the willingness to pay for each farm will be calculated, not differing from
the current ABM approach, and the demand and supply functions will be constructed in order to find their
intersection that defines the land equilibrium price. In contrast, in the ABM approach, the market is cleared
through individual transactions. That inevitably drives ABM to include randomness in the clearing result,
since the probability that two agents (a buyer and a seller) will meet to negotiate a transaction is a random

variable itself.

-111-



Data

We consider only farms that belong to TYPE-OF-FARMING codes 1 (field crops), 4 (livestock farms) and 8
(mixed field and livestock farms) of the FADN nomenclature. We do so because in the current GREFAM

version permanent crop cannot vary and thus those farms cannot grow or shrink.

We also assume that farms that are located in the same NUTS-3 unit can be considered. This is indeed a
heroic assumption and will be settled in a subsequent version of the model where methods for recreating

the farm population in the municipality level will be used.

We selected a limited number of NUTS-3 areas based on the following criteria
To contain more than 30 FADN sample farms. This assures that results will be of a minimum level of
statistical confidence in the NUTS-3 level.

The farms that belong to the considered TYPE-OF-FARMING (i.e., field, livestock, mixed) to be more
than 60% of all farms in the region. Thus the conclusions drawn for the selected farms will be

representative for the NUTS-3 area.

The permanent crops, vegetable and grazing areas not to exceed a 20% threshold of total utilized

agricultural area in the NUTS-3 level.

The selected NUTS-3 units are shown in Table 2.

Table 2, Selected NUTS-3 properties

Number of farms % land use of Type-of-farming for selected farms
NOMOS A'f'a':ﬁz'\' Selected farms’ peLT::: " Field Livestock Mixed
KARDITSA 9% 93% 4% 3%
PREVEZA 10% 62% 28%
THESSALONIKI 295 256 9% 82% 16% 3%
SERRES 286 248 6% 89% 7% 4%
AIT/NIA 108 91 31% 13% 53% 34%
KASTORIA 69 53 12% 66% 32% 2%
BOIOTIA 86 66 9% 100% 0% 0%
LARISA 198 133 5% 82% 13% 5%
! farms that belong to type-of-farming 1,4 and 8

An additional selection criterion was to include regions with a diversified production profile. SERRES,

BOIOTIA and KARDITSA are predominantly arable areas while PREVEZA and AIT/NIA are mainly livestock

areas.
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Regarding the selected policy scenarios, we examine the flat rate versus a set of regionalization scenarios.
This set is derived from the Pareto efficient set acquired from the evaluation of a greater number of

scenarios using a representative farm model. The selected regionalization scenarios are shown in Table 3.

Table 3, Selected Regionalization scenarios

Scenario
Name Arable Trees Grazing Function
agron.0-50-50.2013 0% 50% 50% pro-environmental, Support
livestock
agron.70-0-30.2013 70% 0% 30% Support field crops
agron.65-20-15.2013 65% 20% 15% Resembles flat rate

Results

We run the ABM extension model for a 10 year period for all selected NUTS-3 areas, for each of the flat rate
scenario and the chosen regionalization scenarios. We recorded data on land use, animal heads, land prices,
shadow prices for irrigated and non-irrigated areas and farm accounting elements like working capital and

gross margin. The overall size of the output data file amounts to over 300 MB.

Land Rent

In Table 4 we present the median ratio of the rent price of regionalization scenarios to the flat rate scenario.
For instance in the first cell (Irrigated Land > AIT/NIA > agron.0-50-50.2013), the median rent of the

regionalization scenario is the 0.94 of the flat rate scenario.

Table 4, Land rent price index

agron.0-50-50.2013 agron.65-20-15.2013 agron.70-0-30.2013
Irrigated AIT/NIA 0.94 1.00 0.98
land | BojoTIA 0.70 1.03 1.03
KARDITSA 0.94 1.05 1.08
KASTORIA 1.55 1.13 1.04
LARISA 0.66 1.07 1.08
PREVEZA 0.95 1.08 1.09
SERRES 0.70 1.06 1.09
THESSALONIKI 1.02 1.05 1.08
agron.0-50-50.2013 agron.65-20-15.2013 agron.70-0-30.2013
non AIT/NIA 0.98 1.11 1.14
Irrigated | gojoTIA 0.49 1.07 1.07
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Land KARDITSA 0.52 1.09 1.15
KASTORIA 0.33 1.14 1.18
LARISA 0.52 1.10 1.15
PREVEZA 1.04 1.09 1.21
SERRES 0.43 1.11 1.17
THESSALONIKI 0.52 1.11 1.20

The three regionalization scenarios have different impact to rent of irrigated and non-irrigated land, even in
the same area. For instance, in THESSALONIKI, the agron.0-50-50.2013 scenario drops significantly the land
rent of the non irrigated land (0.52 of the flat rate scenario) while does not affect that of the irrigated areas
(1.02).

Additionally, the three regionalization scenarios have a different impact across different prefecture. For
instance, for irrigated land, the agron.0-50-50.2013 scenario rises land rents for KASTORIA while lowers
them for LARISA, SERRES and BOIOTIA.

Gross Margin

In Table 5 we present the ratio of the sum of gross margins over all farms of regionalization scenarios to that
of the flat rate scenario. Those ratios are given for each NOMOS and type of farming. For instance in the first
cell (AIT/NIA > ARABLE > agron.0-50-50.2013), the sum of gross margin of AIT/NIA of ARABLE farms is 0.75 of

the flat rate equivalent.

Table 5, Gross Margin index

PREFECTURE FARMING TYPE agron.0-50-50.2013 agron.65-20-15.2013 agron.70-0-30.2013

ARABLE 0.75 1.02 1.03

AIT/NIA LIVESTOCK 0.93 1.01 1.02
MIXED 0.94 1.01 0.99

BOIOTIA ARABLE 0.74 1.05 1.06
ARABLE 0.63 1.06 1.09

KARDITS LIVESTOCK 1.04 1.01 1.08
MIXED 0.81 1.02 1.08

ARABLE 0.82 1.01 1.07

KASTORIA LIVESTOCK 0.85 0.99 1.02
MIXED 0.66 1.05 1.08

ARABLE 0.65 1.05 1.07

LARISA LIVESTOCK 0.99 0.96 1.01
MIXED 1.16 0.99 1.01
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PREFECTURE FARMING TYPE agron.0-50-50.2013 agron.65-20-15.2013 agron.70-0-30.2013
ARABLE 0.24 1.03 1.16
PREVEZ LIVESTOCK 0.79 1.00 0.99
MIXED 0.97 1.03 1.05
ARABLE 0.58 1.06 1.08
SERRES LIVESTOCK 1.12 0.99 1.08
MIXED 1.02 1.07 0.90
ARABLE 0.43 1.09 1.13
THESSALON LIVESTOCK 0.89 1.00 0.98
MIXED 0.56 1.10 1.15

We observe that the agron.0-50-50.2013 scenario affects negatively the gross margin of farms specialized in
arable farming. However the impact is much differentiated among prefectures.

Discussion and Conclusions

In this paper we use an Agent Based Model to complement the policy analysis performed in a previous paper
by means of a representative farm model. The latter provided adequate guidelines in the country level,
however effects due to farm interaction (e.g. structural change, land value, etc.) or in finer spatial detail

were not observable.

Based on the results fo the representative farm model, we select the most interesting policy scenarios and
regions with different production structure (only arable, mostly livestock, mixed). We then evaluate the

effects of the different policy implementations to the different regions.
The working paper is planned to be further improved with the following additions:

In the current setting individual farms are the original FADN dataset farms. However advanced
population synthesis techniques can be used in order to recreate the farm population more
accurately. Beyond the agricultural modelling domain there is active research on synthesizing

population based on sample data as in Harland et al. (2012)

We will represent the farm spatial distribution even more accurately by using GIS and cadastral data
to represent biophysical parameters (soil quality, weather, etc.) and other spatial specific properties

like the number of farms’ different plots.

The current model and data setting can easily be extended to a simulation metamodel using Desing

of Experiments techniques as discussed in Kleijnen et al. (2005).
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Appendix - Code

Code Description

The simulation is controlled through a batch script file, simulation.full.bat. This controls the looping over all
scenarios and NUTS-3 regions and some other configuration aspects like the number of rounds (years) and

whether a debug mode is on or off.

Data initialization is done using the init_simuation.R script. We use fadnUtils package to read data for the
selected NUTS-3 region and filter the field, livestock and mixed farms. It creates the initial farm monitoring
files like the farm accounting books, the land and rental register. It also calculates the initial market prices

and the average rental price for irrigated and non-irrigated land.

The keep_history.R script, as its names implies, records the value of an extensive number of variables for

each round and each farm.

The Production Planning phase is realized by calling a gams model file that is very similar to the GREFAM

model.

The update_accounts.R script loads the simulation current status (land and rental register, production plan,
farm accounts) and updates them after the proper calculations. It also determines the farms that exit the

simulation and reallocate their land.

For realizing the Land Market module, the shadow price for each additional unit of land is calculated. The
gams model file is used here too, called by the simulation_full.bat where a special external parameter is

passed so that the gams file iteratively calculates those shadow prices.

The land_market.R script reads the shadow prices and the abandoned land estimated in previous steps,

clears the market and update the appropriate registers.

We provide the source code of the above scripts in the following pages.
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runSimulation.full.bat

@ECHO OFF

REM .\runSimulation.full.bat | tee simulation.log
cls

REM ——=——-———————mmmmm oo

REM configuration
call ./configuration.bat

REM Number of years running simulation
SET YEARS=10

REM Shal gams output lst file
set DEBUG=FALSE

for %%N in (
SERRES
"AIT/NIA"
KASTORIA
LARISA
PREVEZ
THESSALON
KARDITS
BOIOTIA

) do (

REM START nomos LOOP

for %%S in (
flat.rate.2013
agron.0-50-50.2013
agron.70-0-30.2013
agron.65-20-15.2013

) do (

REM START scenario LOOP
€Cho ———— -
echo ---- o
echo ---- NOMOS: %%N, SCENARIO: %%S
echo ---- S
echo ----——-—---------——-—— -

echo Initializing Data

REM delete previous data data

del .\gams\scenarios\%$%S\$RESULTS FOLDER$\* /Q

del .\gams\scenarios\$%%S\%$RESULTS FOLDER%\history\* /Q
del .\gams\*.lst /Q

del .\gams\*.log /Q

$Rscript$% --vanilla R _code\init simulation.R "$%S" "SIN" "$RESULTS_ FOLDERS"
%TRANSPORT_COST_QVER% %LEASE_DURATION%
IF $ERRORLEVELS% NEQ 0 (

echo PROBLEM with R. Return code: $ERRORLEVEL%

exit

echo.

echo —————---—---—---—————~ Keep History
$Rscript% --vanilla R code\keep history.R %$%S 0 1 $RESULTS_ FOLDERS%
IF $ERRORLEVEL% NEQ 0 (

echo PROBLEM with R. Return code: %ERRORLEVELS

exit

)

REM Loop simulation years
for /1 %%t in (1, 1, %YEARS%) do (
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echo ~--—----"-"-----"--"""-""-"""\“-"“"""""""""-"""“" "

echo.
echo ----------—--————————- Crop Plan Phase --------—---—--———————--—-
Cecho echo GAMS did not run > ./gams/cmd interface.bat

IF "$DEBUGS"=="TRUE" (

$GAMS% "modell.fadn2012.scenario.LP.withLivestock.agronomic.model.gms" =--scen input="%%s"
--sf file="sf.txt" -—round num=%% --mode="normal" —--debug=%DEBUG% --
result folder=%RESULTS_ FOLDER% workDir="%ccd%/gams" -o=crop.plan.%%t.1lst -
lf=crop.plan.%%t.log -lo=2

) ELSE (

%GAMS% "modell.fadn2012.scenario.LP.withLivestock.agronomic.model.gms" --scen input="%%s"
--sf file="sf.txt" -—round num=%% --mode="normal" --debug=%DEBUG% -=

result folder=%RESULTS FOLDER% workDir="%ccd%/gams" -o=crop.plan.%%t.lst -1o=0
)

IF $ERRORLEVEL% NEQ 0 (
echo PROBLEM with GAMS. Return code: $ERRORLEVELS$
exit

)
call ./gams/cmd interface.bat

echo.
echo ----—--——-———--————————- Update Accounts Phase R-%%t--—--------------—-

$Rscript% --vanilla R codel\update accounts.R %%S %%t $RESULTS_ FOLDER%
IF %ERRORLEVEL% NEQ 0 (
echo PROBLEM with R. Return code: %ERRORLEVELS%

exit
)
echo
echo ----—--——-——--————————- LandMarket Phase R-%%t--------------———-—————-
echo ——-—-- find shadow prices

@echo echo GAMS did not run > ./gams/cmd interface.bat

IF "$DEBUG%"=="TRUE" (
$GAMSS% "modell.fadn2012.scenario.LP.withLivestock.agronomic.model.gms" -
scen_input="%%s" --sf file="sf.txt" -—round num=%% --mode="seek SHADOW land" -
land_range=%LAND RANGES --land_step=%LAND STEP% --result folder=%RESULTS_ FOLDER% --

debug=%DEBUG% workDir="%ccd%/gams" -o=shadow.land.%%t.lst -lf=shadow.land.%%t.log -lo=2

) ELSE (
$GAMSS% "modell.fadn2012.scenario.LP.withLivestock.agronomic.model.gms" -=
scen_input="%%S" --sf file="sf.txt" --round num=%% --mode="seek SHADOW land" -=
land range=%LAND RANGE$% --land step=%LAND STEP% --result folder=%RESULTS FOLDERS% -=

debug=%DEBUG% workDir="%ccd%/gams" -o=shadow.land.%%t.lst -1lo=0
)

IF $ERRORLEVEL%$ NEQ 0 (

echo PROBLEM with GAMS. Return code: $%ERRORLEVELS%
exit
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call ./gams/cmd interface.bat

echo ————- clear market R-%%

REM run land market

%$Rscript% --vanilla

IF $ERRORLEVEL% NEQ
echo PROBLEM with
exit

echo.

echo ------------

%$Rscript% --vanilla

IF $ERRORLEVEL$ NEQ
echo PROBLEM with
exit

R _codel\land market.R %%S %%t %RESULTS_FOLDER% $%DEBUG% %LEASE DURATION%
0 (
R. Return code: %ERRORLEVEL%

—————————— Keep History R-%%t
R _code\keep history.R %%S %%
0

R. Return code: $ERRORLEVELS%

t 1 SRESULTS_FOLDER$%

REM end loop simulation years

)

REM copy history
copy

".\gams\scenarios\%%S\$RESULTS FOLDER%\history.txt"

".\gams\scenarios\history.%%S.%%N.txt"

REM END scenario LOOP

)

REM END nomos LOOP

)

:END
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init_simulation.R

# init simulation.R
#
# DESCRIPTION ----

Initialize input data

INPUT FILES----

- info.data.incl.rds (info from prepare data process)

- prod.data.incl.rds (prod from prepare data process)

- farms.txt (the FID.f of farms that are used in scenario)

- other working capital.original.txt (working capital calculated from prepare data for
11 greece)

- land.currentAllocation.txt (the farm-activity pairs calculated from the prepare data
or all greece)

OUTPUT FILES —----

- land register.txt (land register for each farm)

- rental register.txt

- farm accounting.txt (the accounting status of the farm: FID, FID.f, WC.avail,
ROFIT.current, PROFIT.past, PROFIT.accum)

- %sf file%.inc (sf of farms in the simulation)

- market prices.inc (the price of crops sold in market. Applied to all farms)

- feed prices.inc (prices of purchased feedstock)

S oS e S S o e S S S o S MU S S o o o e S Hh SR (U e S S e e o ok e e o

PARAMETERS —----

- args[1] scenario name

- args([2]: nomos

- args[3]: result folder name
- args[4]: transport overhead
- args[5]: lease duration

# load libraries and parameters ----
#options (warn=-1)

library(data.table)
library(fadnUtils)
source ("R _code/variables.R")

scenarios.basepath = "gams/scenarios/"

args = commandArgs (trailingOnly=TRUE)
#scenario = "flat.rate.2013"

scenario = args[l]

#nomos="SERRES"

nomos=args[2]
#result.folder="results"
result.folder=args[3]
#transport.overhead=.25
transport.overhead=as.numeric (args[4])
#lease duration=4

lease duration=as.numeric(args[5])

save.folder = pastel(scenarios.basepath,scenario,"/",result.folder);

print (pastel("saving to ",save.folder))
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# functions ----
filter.nomos = function (NOMOS.text, TF.c=c("1","4","8"),

info.data.sel.data=info.data.sel,prod.data.sel.data=prod.data.sel, lvst.number.data.sel.dat
a=lvst.number.data.sel) {
info.data.sel.nomos = info.data.sel.data[NOMOS==NOMOS. text &
substr (TYPE OF FARM real,l,1)%in%TF.c]
prod.data.sel.nomos = prod.data.sel.data[FID%in%info.data.sel.nomos$FID]
lvst.number.sel.nomos =
merge (lvst.number.data.sel.data[FID%in%info.data.sel.nomos$FID] [,FID:=as.numeric(FID)],
info.data.sel.nomos[,1list (FID,WEIGHT)],
by="FID")
fids.nomos=info.data.sel.nomos[,FID]

#select certain fids
#fids.nomos=c (3103) ;

return (list(
info=info.data.sel.nomos,
prod=prod.data.sel.nomos,
lvst.number=1lvst.number.sel.nomos,
fids=fids.nomos

))

# loading fadnUtils ----

print("..reading fadnUtils")

info.data = readRDS(pastel(scenarios.basepath, scenario,"/info.data.incl.rds"))
prod.data = readRDS(pastel (scenarios.basepath,scenario,"/prod.data.incl.rds"))
lvst.number.data=ELL 2013$livestock$livestock.number

# reading eligible farms ----
print (pastel ("Reading farms from ",pastel(scenarios.basepath,scenario,"/farms.txt")))
fids.selected =
data.table(read.table(file=pastel (scenarios.basepath, scenario,"/farms.txt"),

sep=" ",

header = F,

col.names = c("FID.f"))
)[,1list(FID.f,FID=as.numeric(gsub("f","",FID.£f)))]

print (pastel (" ... ", nrow(fids.selected)," eligible farms from all Greece found"))

info.data.sel = info.data[FID%in%fids.selected$FID]
prod.data.sel = prod.data[FID%$in%fids.selected$FID]
lvst.number.data.sel=lvst.number.data[FID%in%fids.selected$FID]

nomos.data=filter.nomos (nomos)

# Write $sf file%.inc ----
save.sf.file(save.folder,nomos.data$fids)

# create farm accounting.txt ===
#FID, FID.f, WC.avail, PROFIT.current, PROFIT.past,PROFIT.accum
print ("Creating farm accounting")

farm accounting=merge (
data.table(
FID=nomos.data$fids, PROFIT.current=0.0, PROFIT.past=0.0,PROFIT.accum=0.0
)
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data.table(read.table(file=pasteO (scenarios.basepath, scenario,"/other working capital.orig
inal.txt"),
col.names =
c("FID.f","WC.avail")))[,FID:=as.numeric(gsub("f","",FID.f))][FID%in%nomos.data$fids],
all.x=T,by="FID"
)

farm accounting[is.na(farm accounting)1=0;

setcolorder(farm accounting,c("FID","FID.£f","WC.avail", "PROFIT.current"”, "PROFIT.past", "PRO
FIT.accum"))
save.farm.accounting(save.folder, farm accounting)

# create and save land abandoned.txt ----
# land rented total(sf),land rented irr (sf)

print ("Creating land abandoned")
land abandoned = data.table(TYPE=c("IRR","nIRR"),AREA=as.numeric(c(0.0,0.0)))

save.land.abandoned(save.folder, land abandoned)

# create and save land register.txt ----
# land rented total(sf),land rented irr (sf)

print ("Creating land register")

#load and calculate irrigated land

TOTAL=all land (OWNED+RENTED)

OWNED=land that is owned by the farm (MUTATED+FIXED)

RENTED=land that is rented (only MUTATED)

MUTATED=land that farms can select crops

FIXED=land with permanent crops (we consider it to be OWNED by the farm)

e

simulation.fids = read.simulation.fids(pasteO(save.folder,"/sf.txt"))

land.current =
read.current.allocation(pasteO (save.folder,"/../land.currentAllocation.txt")) [FID%in%simul
ation.fids$FID]

activities.incl = unique(land.current$ACTIVITY)
activities.incl.irr = c(activities.incl[grep("\\.irr",activities.incl)],
activities.incl[grep("\\.garden",activities.incl)],
"tobacco™)
#find total and rented land
land.status = dcast(
rbind( land.current[,list (AREA=sum(AREA), TYPE="TOTAL"),by=FID],
info.data.sel[FID%in%simulation.fidSSFID,list(FID,AREA=RENTED_UAA,TYPE="RENTED”)]
)
FID~TYPE,value.var = "AREA"
)

land.status[is.na(land.status) ]=0

#1f rented>total (not normal) then set total=rented
land.status [RENTED>TOTAL, RENTED:=TOTAL]

#calculate OWNED
land.status[, OWNED:=TOTAL-RENTED]

#add mutated land

land.status=merge (
land.status,
dcast (
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land.current [ACTIVITYS%inSmutated.activities, 1ist (AREA=sum (AREA) , TYPE="MUTATED") ,by=FID],
FID~TYPE,value.var = "AREA"
),
all.x=T,by="FID"
)

land.status[is.na(land.status) ]1=0

#calculate OWNED.FIXED land.status[,":=" (OWNED.FIXED=TOTAL-MUTATED) ]
land.status [OWNED.FIXED>OWNED, RENTED :=round (RENTED- (OWNED. FIXED-OWNED) , 2) ]
land.status [OWNED.FIXED>OWNED, OWNED :=0WNED.FIXED]

#allocate MUTATED to RENTED and OWNED
land.status[, OWNED.MUTATED :=OWNED-OWNED.FIXED]
land.status[,RENTED.MUTATED:=RENTED]

#add IRR land
land.status=merge (
land.status,
land.current [ACTIVITY%in%activities.incl.irr &
ACTIVITY%inSmutated.activities, list (IRR.MUTATED=sum (AREA)),by=FID],
all.x=T,by="FID"
)

land.status[is.na(land.status) ]=0

land.status=merge (

land.status,

land.current [ACTIVITY%in%activities.incl.irr &
' (ACTIVITY%in%mutated.activities), list (IRR.FIXED=sum(AREA)) ,6 by=FID],

all.x=T,by="FID"
)

land.status[is.na(land.status) ]=0

land.status[,OWNED.FIXED.IRR:=IRR.FIXED]
land.status[, OWNED.FIXED.nIRR:=round (OWNED.FIXED-OWNED.FIXED.IRR, ?)]

land.status[ (OWNED+RENTED) >0, OWNED.MUTATED. IRR:=round (IRR.MUTATED* (OWNED/ (OWNED+RENTED) ), 2

)1
land.status[ (OWNED+RENTED) >0, RENTED.MUTATED. IRR:=round (IRR.MUTATED* (RENTED/ (OWNED+RENTED) )

r2)1]

land.status[is.na(land.status) ]=0

land.status[OWNED.MUTATED>0, OWNNED.MUTATED.nIRR:=round (OWNED.MUTATED-OWNED.MUTATED. IRR, 2) ]
land.status [OWNED.MUTATED.nIRR<0, ONNED.MUTATED.nIRR:=0]
land.status[is.na(land.status) ]=0

land.status[, RENTED.MUTATED.nIRR:=round (RENTED.MUTATED-RENTED.MUTATED. IRR, 2) ]

print("Simulation land (ha):")
print (colSums (land.status))

land register=land.status[,list(

FID,FID. f=paste0("f",FID),

OWNED.all=round (OWNED.MUTATED, 2), OWNED. irr=round (OWNED.MUTATED. IRR, 2),
OWNED.nirr=round (OWNED.MUTATED.nIRR,”?),

RENTED.all=round (RENTED.MUTATED, 2) , RENTED. irr=round (RENTED.MUTATED. IRR, 2) , RENTED.nirr=roun
d (RENTED.MUTATED.nIRR, 2),

FIXED.all=round (OWNED.FIXED, ?), FIXED.irr=round (OWNED.FIXED.IRR, 2),FIXED.nirr=round (OWNED.F
IXED.nIRR, 2)
)1

save.land.register(save.folder,land register)
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# create and save rental register.txt ----
print("..calculating initial land rental prices ...")

#the means of the rent in areas both for irrigated and non irrigated land
rent = info.data.sel[FID%in%nomos.data$fids & RENTED_UAA>O,V285/RENTED_UAA]

if (length(rent)>2) {
#do a kmeans
rent.cluster = kmeans (rent,?)

rent.irr=round(max (rent.cluster$centers),?)

rent.nirr=round(min(rent.cluster$centers),?)
} else {

rent.irr=round(mean (rent), 2)

rent.nirr=round(mean (rent), 2)

}

print("..creating land register")

rental register =
data.table (FID=integer (), TYPE=character () ,ROUND.expire=integer (), AREA=numeric (), PRICE=nume
ric())

#fwrite few area first a l-year lease
rental register = rbind(
rental register,
land register [RENTED.irr>0 & RENTED.irr<lease duration,
list(
FID, TYPE="IRR",ROUND.expire=1, AREA=RENTED.irr, PRICE=rent.irr)]
)

rental register = rbind(
rental register,
land_rggister[RENTED.nirr>0 & RENTED.nirr<lease duration,
list(
FID, TYPE="nIRR",ROUND.expire=1, AREA=RENTED.nirr, PRICE=rent.nirr)]
)

#fwrite farms with more area
for(r in seq(from=1l,to = lease duration,by = 1)) {
rental register = rbind( rental register,
land register[RENTED.irr>lease duration,
list(

FID, TYPE="IRR",ROUND.expire=r, AREA=round(RENTED.irr/lease duration,?),PRICE=rent.irr)]
)

rental register = rbind( rental register,
land register[RENTED.nirr>lease duration,
list(

FID,TYPE="nIRR",ROUND.expire=r,AREA=round(RENTED.nirr/leaseiduration,7),PRICE=rent.nirr)]
)

}

save.rental.register(save.folder,rental register)

# write market prices.inc ----

# prices(c,f)

print ("writing market prices.inc ")

prod.market = nomos.data$prod['is.na(PRICE),list(FID,ACTIVITY,PRICE)]
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cat (
file=pastel(save.folder,"/market prices.inc"),

pastel ("prices ('",prod.market$ACTIVITY, "', 'f",prod.market$FID,""')=", round(prod.market$PRIC
E,2),":"),

# write feed prices.inc ----

# PR_fs_purch(fs_purch)

print ("writing feed prices.inc ")

prod. feed.local B =
nomos.data$prod[ACTIVITY.FAMILY%in%unique (activity.map.dt$ACTIVITY.FAMILY) ]
prod.feed.local.prices =
prod. feed.local[,list (PRICE=mean (PRICE, na.rm=T)),by=ACTIVITY.FAMILY]

#transport.overhead

prod. feed.global.prices =
prod.data.sel [ACTIVITY.FAMILY%in%unique (activity.map.dt$ACTIVITY.FAMILY), list (PRICE=mean (P
RICE,na.rm=T)* (l+transport.overhead)),by=ACTIVITY.FAMILY]

prod. feed.local.prices=rbind( prod.feed.local.prices,
prod.feed.global.prices['ACTIVITY.FAMILY%in%prod.feed.local.prices$ACTIVITY.FAMILY]

)

cat (
file=pastel(save.folder,"/feed prices.inc"),

pasteO("PR fs purch('",prod.feed.local.prices$ACTIVITY.FAMILY,""')=", round(prod.feed.local.
prices$PRICE,2),"; "),
sep=" \n"

)
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keep_history.R
keep history.R

DESCRIPTION —----

OUTPUT FILES ----

- history.txt

PARAMETERS —----

1] scenario name
# - args([2]: cur.round
# - args[3]: copy.files {1: copy the original input

# - args[4]: result folder

# load libraries and parameters ----
#options (warn=-1)

library(data.table)
source ("R _code/variables.R")

args = commandArgs (trailingOnly=TRUE)
#scenario = "flat.rate.2013"

scenario = args[1]

#cur.round=1
cur.round = args[?]

#copy.files=1
copy.files = args[3]

#result.folder="results"
result.folder=args[4]

scenarios.basepath = "gams/scenarios/"

files,

Save input data of each round to a different file (for statsitical analysis purposes)

do not copy the original

history.new = data.table(FID.f=character(),ROUND=numeric(),variable=character(),
SPECIFIC=character (), SPECIFIC2=character (), value=numeric())
save.folder = pasteO(scenarios.basepath, scenario,"/", result.folder);

print (pastel("reading and writing to ",save.folder))

# writing files ----

# other working capital.inc ----

print ("writing other working capital.inc....")
history.new = add.to.history(history.new,

read.wc (pastel(save.folder,"/other working capital.inc"))[,1list(FID.f, ROUND=cur.round,

SPECIFIC=NA, SPECIFIC2=NA, WC)])

# land register.txt---- print("writing
land register....") history.new =
add.to.history(history.new,

read.land.register(save.folder) [, LAND.TOTAL.all:=RENTED.all+OWNED.all+FIXED.all][, -

c("FID")]I[,":="(ROUND=cur.round, SPECIFIC="land register",

)
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file.copy(from=pasteO (save.folder,"/land register.txt"), to=paste0l(save.folder,"/history/la
nd register.",cur.round,".txt"))

# farm accounting.txt ----
print ("writing farm accounting.txt....")
farm accounting=read.farm.accounting(save.folder) [,-c("FID")]

history.new = add.to.history(history.new,

farm accounting[,":=" (SPECIFIC="farm accounting",SPECIFIC2=NA, ROUND=cur.round)])
file.copy(from=pasteOl (save.folder,"/farm accounting.txt"),to=pastel(save.folder,"/history/
farm accounting.",cur.round,".txt"))

# rental register.txt ----

#

data.table (FID=integer (), TYPE=character () ,ROUND.expire=integer (), AREA=numeric (), PRICE=nume
ric())

#FID. f=character (),ROUND=numeric (), variable=character (),
#SPECIFIC=character (), SPECIFIC2=character (),value=numeric ())

print ("writing rental register.txt....")

rental register=read.rental.register(save.folder)

history.new = add.to.history(history.new,

rental register[,list(

FID.f=pastel0("f",FID), ROUND=cur.round,
SPECIFIC=TYPE, SPECIFIC2=ROUND.expire,
AREA.rented=AREA, RENT.price=PRICE) ]

)

file.copy(from=pasteO (save.folder,"/rental register.txt"),to=pastel(save.folder,"/history/

rental register.",cur.round,".txt"))

# land abandoned.txt ----

# data.table (TYPE=character (), AREA=numeric())

print ("writing land abandoned.txt ....")
land abandoned=read.land.abandoned(save.folder)
history.new = add.to.history(history.new,
land abandoned[, list(

FID.f="ALL",ROUND=cur.round,

SPECIFIC=TYPE, SPECIFIC2=NA,

AREA.abandoned=ARER) ]
)
file.copy(from=pasteO (save.folder,"/rental register.txt"),to=pastel(save.folder,"/history/
rental register.",cur.round,".txt"))

# market prices.inc ----
#//TODO

# feed prices.inc ----
#//TODO

if (cur.round>0) {

# farm plan.txt ----
print("writing farm plan.txt....")

farm.plan.data=data.table(read.table(file=pastel(save.folder,"/farm plan.txt"),sep="\t", st
rip.white = T,header = F,col.names = c("FID.f","variable", "SPECIFIC",""value')))
history.new = rbind(history.new, farm.plan.datal[,":=" (SPECIFIC2=NA, ROUND=cur.round)])

# farm plan outcome.txt ----

print ("writing farm plan outcome.txt....")

farm.outcome.data=read.farm.plan.outcome (save.folder)

history.new =
add.to.history(history.new, farm.outcome.datal[,":=" (SPECIFIC="farm plan outcome",SPECIFIC2=
NA, ROUND=cur.round)])

file.copy(from=pasteO (save.folder,"/farm plan outcome.txt"),to=pastel(save.folder,"/histor
y/farm plan outcome.",cur.round,".txt"))
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# land.shadow.txt —----
print ("writing land.shadow.txt....")
history.new = add.to.history(history.new,
read.land.shadow.prices(save.folder) [, 1list(FID. £,
ROUND=cur.round, SPECIFIC=TYPE, SPECIFIC2=EXTRA7LAND, LAND.SHADOW. PRICE=EXTRA7PROFIT) 1)

#Write file ----
print(".. saving history.txt")
cat (file=pastel(save.folder,"/history.txt"),append = T,

paste (history.new$FID.f,history.new$ROUND, history.new$variable,history.new$SPECIFIC,histor
y.new$SPECIFIC2, history.new$value, sep="\t"),
Sep=" \nll

)
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update_accounts.R

# update accounts.R
#
# DESCRIPTION ----

Update the accounts (availble working capital) of farms

INPUT FILES----

- history.txt (history of variables)

- farm plan outcome.txt (Economic results of the planned production for each farm)
- land register.txt

- farm accounting.txt

OUTPUT FILES ----

- other working capital.inc (Available working capitalfrom previous year's results for
ach farm)

- history.txt (history of variables)

- land register.txt

- farm accounting.txt

PARAMETERS ----

- args([l]: scenario name

- args[2]: current round

- args([3]: result folder name

S oS S e e S o S e o o e S (D S SE e S o S e o S o e e o o e

# load libraries and parameters ----
#options (warn=-1)

library(data.table)
source ("R code/variables.R")

args = commandArgs (trailingOnly=TRUE)

#scenario = "flat.rate.2013"
scenario = args[l]

#round.cur=3

round.cur = as.numeric(args[?])

#result.folder="results"
result.folder=args[3]

scenarios.basepath = "gams/scenarios/"

save.folder = pastel(scenarios.basepath,scenario,"/",result.folder);
print (pastel("reading and writing to ",save.folder))

# load farm plan outcome.txt----
farm plan outcome=read.farm.plan.outcome (save.folder)

# load farm accounting----
farm accounting=read.farm.accounting(save.folder)

# load rental register----
rental register=read.rental.register(save.folder)
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# Find Profit (GTP) and ----
print("Calculating GTP ...")
farm accounting = farm accounting[,list(
FID,FID.f,WC.avail, PROFIT.past=PROFIT.current, PROFIT.accum

)]

#Calculate PROFIT without rental expenditure
farm accounting = merge (
farm accounting,
farm_plan outcome[,list (FID.f, PROFIT.current= INC 1lvst+INC market crop+SUBS-
COST_fged_pfod—COST_feed_purch—COST_market_crop)], a a h
all.x=T,by="FID.t"
)

farm accounting[is.na(farm accounting)]=0

#substract from PROFIT the rental expenditure
rent.paid = rental register[,list (RENT.paid=sum(AREA*PRICE)),by=FID]

farm accounting = merge (
fazm_accounting,rent.paid,all.x=T,by="FID"
)
farm accounting[is.na(farm accounting) ]1=0
farm accounting = farm accounting[, list(
FID,FID.f,WC.avail, PROFIT.past, PROFIT.current=PROFIT.current-RENT.paid,
PROFIT.accum=PROFIT.accum+PROFIT.current-RENT.paid
)1
if (round.cur>1l) {
print ("R>1 ...")

# (R>1) Find new working capital ----

print(" .... calculating new working capital ...")

farm_ accounting[, PROFIT.change:=round((PROFIT.current-PROFIT.past+1)/(PROFIT.past+1),2)]
farm accounting[,WC.avail:=round(WC.avail* (1+PROFIT.change),?)]

farm accounting[WC.avail<0,WC.avail:=0]

farm accounting[is.na(WC.avail),WC.avail:=0]
farm accounting[, PROFIT.change:=NULL]

# (R>1) Calculate abandoned land ----
print(".... calculating abandoned land")

land register=read.land.register(save.folder)
print.land.register(land register)

fids.negative.profit=farm accounting[PROFIT.accum<0,FID]
print (paste0("...... number of farms with PROFIT<O0: ", length(fids.negative.profit)))

if (length(fids.negative.profit)>0) {
land abandoned = read.land.abandoned(save.folder)
print (pastel("fid negative: ",pastel(fids.negative.profit,collapse = " ")))
#update land Register

abandoned.irr=land register[FID%in%fids.negative.profit, sum(OWNED.irr+RENTED.irr)]
abandoned.nirr=land register[FID%in%fids.negative.profit, sum(OWNED.nirr+RENTED.nirr)]
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land abandoned[TYPE=="IRR'", AREA:=AREA+abandoned.irr]
land abandoned[TYPE=="nIRR", AREA:=AREA+abandoned.nirr]
save.land.abandoned(save.folder, land abandoned)

land register[FID%in%fids.negative.profit,

n::H(
OWNED.all=0.0,0WNED.irr=0.0,0WNED.nirr=0.0,
RENTED.all=0.0,RENTED.irr=0.0,RENTED.nirr=0.0

)1

#update rental Register (remove rental contracts for bankrupt farms)

rental register=rental register[!FID%in%fids.negative.profit]
save.rental.register(save.folder,rental register)

print ("New Land status after considering farms with negative profit")
print.land.register(land register)

}

#write land abandoned
save.land.register(save.folder,land register)

#remove bankrupt farms from sf.txt
#save.sf.file(save.folder,land register[!FID%in%fids.negative.profit,FID])

} else {

print ("round==1, doing nothing ...")

# Save farm accounting ----
save.farm.accounting(save.folder, farm accounting)
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land_market.R

# land market.R
#
# DESCRIPTION ----

Clear the land market

INPUT FILES----

- land register.txt

- land.shadow.txt (land shadow prices for each farm)
- farm accounting.txt

OUTPUT FILES ----
- land register.txt
- rental register.txt

PARAMETERS —----
[1]: scenario name
[2] current round
- args[3]: result folder name
[4] debug status {TRUE, FALSE}
[5]: lease duration

S oS e S o S S S S e e S o S o S o S Sk e o ok e e o

# load libraries and parameters ----
#options (warn=-1)

library(data.table)
source ("R code/variables.R")

args = commandArgs (trailingOnly=TRUE)

#scenario = "flat.rate.2013"
scenario = args[1]

#round.cur = 13

round.cur = as.numeric(args[?2]);

#result.folder="results"
result.folder=args[3]

#debug.status="TRUE"
debug.status=args[4]

#lease duration=4
lease duration=as.numeric(args[5])

scenarios.basepath = "gams/scenarios/"

save.folder = pastel(scenarios.basepath,scenario,"/",result.folder);
print (pastel("saving to ",save.folder))

# functions ---—-

#rent.granularity: granularity of land transactions in ha (the average size of plot)
clear.land.market = function(data.land.supply,

data.shadow.prices,

median.market.price,

rent.granularity = .25
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) |

market.results = data.table(FID=character(),AREA=numeric (), PRICE=numeric())

if(data.land.supply<=0) {
print("....... no land supply")
return (market.results)

data.shadow.prices[,EXTRA LAND:=1]

if (nrow(data.shadow.prices)<=0) {
print("....... no shadow prices")
return (market.results)

}
market.fids = unique(data.shadow.prices$FID)

round.count=round (data.land.supply/rent.granularity, 0)
print(pastel0(".... land market will be cleared in ", round.count,

rounds™))
round.fid.comb = data.table(t(replicate(round.count,sample (market.fids, 3, replace = F))))
data.random = runif (round.count)

round.cur.count=0

for(plot in 1:round.count) {

round.cur.count=round.cur.count+l;

if (round.cur.count>(round.count+1000)) {
break

}

if( (plot%%100)==0) {
print(pastel0(" ....... reached round ", plot));
#print (pasteO (" ..., land remaining for rental: ",
data.shadow.prices[, sum (EXTRA LAND)]))
}

#get 3 random FID

round.fids = as.numeric(round.fid.comb[plot,])

round.shadow = data.shadow.prices[FID%in%round.fids,
list(FID,EXTRA_LAND,EXTRA_PROFIT)]

#find max EXTRA PROFIT (shadow price) and min EXTRA LAND
round.shadow = round.shadow[, .SD[EXTRA PROFIT==max (EXTRA PROFIT)],by=FID 10,
.SD[which.min (EXTRA LAND)],by=FID ]

#the land is rented to the one with highest EXTRA PROFIT for a random price between
EXTRA PROFIT and median.market.price
round.winner=round.shadow [EXTRA PROFIT==max (EXTRA PROFIT) ]

if (nrow(round.winner)>1) {
round.winner=round.winner[1]

}

if (nrow(round.winner)==0) {
cat("1");
plot--
next

}

#print (round.winner)
market.results=rbind(market.results,
round.winner[, list (FID, AREA=rent.granularity,
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PRICE=median.market.pricet+data.random[plot]* (EXTRA PROFIT-median.market.price)*.5
)1
)

#update shadow prices so that the winner can rent less area
data.shadow.prices[FID%in%round.winner$FID & EXTRA_LAND%in%round.winner$EXTRA_LAND &
EXTRA PROFIT%in%round.winner$EXTRA PROFIT,
EXTRA LAND:=EXTRA LAND-rent.granularity]

#remove shadow prices with EXTRA LAND<O
data.shadow.prices=data.shadow.prices[EXTRA LAND>0]

} #end for loop over plots print("")
market.results[,FID:=as.numeric (FID)]

return (market.results)

# finding land supply (land rented.inc ) ----
land register=read.land.register (save.folder)
farm accounting=read.farm.accounting(save.folder)
rental register=read.rental.register(save.folder)
land abandoned=read.land.abandoned(save.folder)

# ... land supply from bankrupt farms (update accounts has already settled ABANDONED land-
print("..finding land supply from abandoned land")

print(pastel("Land abandoned: ",land abandoned[, sum(AREA)]))

print (pastel("Land abandoned IRR: ",land abandoned[TYPE=="IRR", sum(AREA)]))
print(pastel("Land abandoned nIRR: ",land abandoned[TYPE=="nIRR",sum(AREA)]))

print (")

#update abandoned land

supply.land.IRR.total = land abandoned[TYPE=="IRR", sum(AREA)]

supply.land.nIRR.total = lana_abandoned[TYPE=="nIRR",sum(AREA)]

# ... land supply from expired rental contracts ----

print("..finding land supply from expiring rental contracts")

#irr

current.irr.rental.area=rental register[ROUND.expire==round.cur &

TYPE=="1RR",1ist (RENTED.irr.expired=sum(AREA) ), by=FID]

land register=merge(land register,current.irr.rental.area,all.x=T,by="FID")

land register[is.na(land register)]=0

land register[,RENTED.irr:=round(RENTED.irr-RENTED.irr.expired, ?)]

land register[,RENTED.all:=round(RENTED.all-RENTED.irr.expired,?)]

land register[,RENTED.irr.expired:=NULL]

rental register=rental register[! (ROUND.expire<=round.cur & TYPE=="IRR")]
supply.land.IRR.total=supply.land.IRR.total+current.irr.rental.area[, sum(RENTED.irr.expire
d)]

print (pastel ("Land IRR from expiring rental:
",current.irr.rental.areal, sum(RENTED.irr.expired)]))

#nirr

current.nirr.rental.area=rental register[ROUND.expire==round.cur &
TYPE=="nIRR",1ist (RENTED.nirr.expired=sum(AREA) ), by=FID]

land register=merge (land register,current.nirr.rental.area,all.x=T,by="FID")

land register[is.na(land register)]=0

land register[,RENTED.nirr:=round(RENTED.nirr-RENTED.nirr.expired, 2)]

land register[,RENTED.all:=round(RENTED.all-RENTED.nirr.expired, ?)]

land register[,RENTED.nirr.expired:=NULL]

rental register=rental register[! (ROUND.expire==round.cur & TYPE=="nIRR")]
supply.land.nIRR.total=supply.land.nIRR.total+current.nirr.rental.area[, sum(RENTED.nirr.ex
pired)]

-137-



print (pastel ("Land nIRR from expiring rental:
",current.nirr.rental.area[, sum(RENTED.nirr.expired)]))

#find supply

print (pastel("supply.land.total: ", supply.land.IRR.total+supply.land.nIRR.total))
print(pastel("supply.land.nIRR.total: ", supply.land.nIRR.total))

print (pastel("supply.land.IRR.total: ", supply.land.IRR.total))

#read shadow prices and ranges (land.shadow.txt) ----

print("..read land shadow prices")

shadow.prices = read.land.shadow.prices (save.folder)

shadow.prices.irr = shadow.prices[TYPE=="1RR"]
if (debug.status=="TRUE") { print("....... IRR shadow prices:")

print (shadow.prices.irr[,as.list(quantile (EXTRA PROFIT)),by=EXTRA LAND])
}

shadow.prices.nirr = shadow.prices[TYPE=="nIRR"]
if (debug.status=="TRUE") {
print("....... nIRR shadow prices:")

print(shadow.prices.nirr[,as.list(quantile (EXTRA PROFIT)),by=EXTRA LAND])
}

#do market ----
print("..clearing market for nIRR land")

#clear market for non-irrigted
if (nrow(shadow.prices.nirr[EXTRA PROFIT>0])>0) {

land.market.nIRR.results = clear.land.market (
data.land.supply = supply.land.nIRR.total,
data.shadow.prices= shadow.prices.nirr|[

EXTRA PROFIT>0, list (FID,EXTRA LAND,EXTRA PROFIT)],
median.market.price = median(rental register[TYPE=="nIRR",PRICE])

)

} else {
land.market.nIRR.results=data.table (FID=character(),
AREA=numeric (),
PRICE=numeric())
}

print("..clearing market for IRR land")

#clear market for irrigted
if (nrow(shadow.prices.irr [EXTRA PROFIT>0]1)>0) {

land.market.IRR.results = clear.land.market (
data.land.supply = supply.land.IRR.total,
data.shadow.prices= shadow.prices.irr|[

EXTRA_PROFIT>C ,1list (FID, EXTRA_LZ—\ND, EXTRA_PROFIT) 1,
median.market.price = median(rental register[TYPE=="IRR", PRICE])
)
} else {
land.market.IRR.results=data.table (FID=character(),
AREA=numeric(),
PRICE=numeric())

}
print ("..processing market clearing results")
land.market.results = rbind(

land.market.nIRR.results[, TYPE:="nIRR"],
land.market.IRR.results[, TYPE:="IRR"]

#Update land register ----

land.rented.total.IRR = land.market.results[TYPE=="IRR", sum(AREA) ]
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land.rented.total.nIRR = land.market.results[TYPE=="nIRR", sum(AREA) ]

print (pasteO(".... total land rented: ", land.rented.total.nIRR+land.rented.total.IRR))
print (paste0(".... total IRR land rented: ", land.rented.total.IRR))

print(pastel0(".... total nIRR land rented: ", land.rented.total.nIRR))

#...update rental register with newly rented land ----

#data.table (FID=integer (), TYPE=character (),ROUND.expire=integer (),AREA=numeric (), PRICE=num
eric())
if(nrow(land.market.results)>0) {

print("..updating rental register with newly rented land")

rental register=rbind(rental register,
land.market.results|[,

list (FID, TYPE, ROUND.expire=round.cur+lease duration,
AREA, PRICE)

1

#...update land register with newly rented land ----
print("..updating land register with newly rented land")

#remove rented land
land register=land register[,-c("RENTED.all","RENTED.irr", "RENTED.nirr")]

#update with rental Register

land register=merge (
land register,
rentgl_register[TYPE=="IRR",list(RENTED.irr=sum(AREA)),by=FID],
all.x=T,by="FID"

)

land register=merge( land register,
rental register[TYPE=="nIRR",list (RENTED.nirr=sum(AREA)), by=FID],
all.x=T,by="FID"

)

land register[is.na(land register)]=0;

#put columns in correct order

land register=land register[, list(
FID,FID.f,
OWNED.all, OWNED.irr, OWNED.nirr,
RENTED.all=RENTED.irr+RENTED.nirr, RENTED.irr, RENTED.nirr,
FIXED.all,FIXED.irr,FIXED.nirr

)1

} else {
print("land market had no transactions")
land.status.new =land.status
}
#...still abandoned land ----
if(nrow(land.market.results)>0) {

print("..updating land register with still abandoned land")
land.abandoned.still.IRR=max (0, round(supply.land.IRR.total-land.rented.total.IRR,2))
land.abandoned.still.nIRR=max (0, round(supply.land.nIRR.total-land.rented.total.nIRR,?2))
print(pastel0(".... total IRR land still abandoned: ", land.abandoned.still.IRR))

print (paste0(".... total nIRR land still abandoned: ", land.abandoned.still.nIRR))

land abandoned[TYPE=="TIRR",AREA:=land.abandoned.still.IRR]
land abandoned[TYPE=="nIRR",AREA:=land.abandoned.still.nIRR]

save.land.abandoned(save.folder, land abandoned)
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}

print ("Land status after clearing market")
print.land.register(land register)

#write land register----
save.land.rggister(save.folder,land_register)

#write rental register----
save.rental.register (save.folder,rental register)
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Abstract. The latest Common Agricultural Policy reform provides national authorities with several implementation
options for fine tuning individual goals. Among other, member states can opt for regionalization, i.e. vary the basic
payment unit value between national agronomic or administrative regions that have been defined at the beginning of
the programming period. We present a Decision support System that support national authorities to implement
regionalization in a transparent way facilitating collaboration with different shareholders.

Keywords: Common Agricultural Policy, Decision Support System; Basic Payment Scheme

1 Introduction

Common Agricultural Policy (CAP) is the agricultural policy of the European Union (EU), introduced in 1962
and fully implemented in 1968. It is considered to be the first real EU common policy replacing all relevant
national agricultural policies while since then numerous reforms have been applied (table 1). For the last 20
years, CAP is absorbing more or less about 0,5%-0,6%"* of the EU GDP and 50%-60%" of the EU budget

annualy. Therefore CAP evaluation is a persisting issue in the Agricultural Economics field.

Table 7, EU-CAP reform milestones

Year Short Description

1979 Overproduction problems. Measures are put in place to align production with market needs. Introduction
of market quotas and expenditure ceiling.

1992 “McSharry reform”. The CAP shifts from market support to producer support. Introduction of direct aid
payments, “set-aside” payments, measures to encourage retirement.

1999 “Agenda 2000”.Introduction of two Pillars, production support and rural development. Agri-
environment schemes became compulsory.

2003 “Midterm CAP reform”. The link between subsidies and production is cut. Introduction of “Decoupled

14 «CAP expenditure and CAP reform path”, accessed from http://ec.europa.eu/agriculture/cap-post-2013/graphs/graph2_en.pdf

15 «CAP expenditure in the total EU expenditure”, accessed from http://ec.europa.eu/agriculture/cap-post-2013/graphs/graphl_en.pdf

-142-


mailto:@aua.gr
mailto:srozakis@isc.tuc.gr
mailto:srozakis@isc.tuc.gr
mailto:apolymeros@minagric.gr
mailto:apolymeros@minagric.gr
mailto:eros@minagric.gr
http://ec.europa.eu/agriculture/cap-post-2013/graphs/graph2_en.pdf
http://ec.europa.eu/agriculture/cap-post-2013/graphs/graph1_en.pdf

payments” and “Cross-compliance”. “Multifunctionality of agriculture” notion

2006 Sugar regime reform.

2008 “Health Check”. Enforcement of the 2003 reform.

“2014-2020 CAP reform”. Introduction of “national envelopes” for members states, i.e. flexibility in the
2013 budgeting and implementation of first pillar measurements. Introduction of “Basic Payment Scheme”,
“Green Payment”, “Young Farmers Scheme” and “Redistributive Payment”. Gradual abolition of
“Historical model”.

Compiled from:

a. “The Common Agricultural Policy: A story to be continued”, European Commission, accessed from
http://ec.europa.eu/agriculture/50-years-of-cap/files/history/history book_Ir_en.pdf

b. Pezaros (2000)

c. “Overview of CAP Reform 2014-2020”, European Commission, accessed from http://ec.europa.eu/agriculture/policy-
perspectives/policy-briefs/05_en.pdf

The new CAP design, acknowledging the wide diversity of agronomic production potential and climatic,
environmental as well as socio-economic conditions and needs across the EU, offers implementation
flexibility to member states. Indicatively, member states may: differentiate the basic payment per hectare
according to administrative or agronomic criteria; choose from different options for internal convergence for
payments per hectare until 2019; opt in for the right to use a redistributive payment for the first hectares;
enable the “small farm scheme”, where small farms receive an annual subsidy of 500€ - 1250€ with minimal
administrative burden; preserve a limited amount for coupled payments; grant an additional payment for

areas with natural constraints (as defined under Rural Development rules)®.

The latest Common Agricultural Policy reform (CAP2020) provides national authorities with several
implementation options for fine tuning individual goals. 30% of the national CAP funding is connected to the
farmers’ compliance to a predefined set of pro-environmental practices. Up to 5% can be devoted to farms
of areas with natural constraints, up to 13% to coupled payments, up to 10% to small farmers’ scheme, up to

2% to new farmers’ scheme and up to 3% to the national rights stock. The rest, called basic payment scheme
(BPS) is the main layer of income support (over 50% of the national budget), based on payment entitlements

activated on eligible land and decoupled from production.

Within this scheme, among other options, Member States (MS) can opt to apply BPS in finer scale than the

national level, termed hereafter as regionalization
In the Direct Payments regulation (1307/2013), Article 23(1) notes

Member States may decide, by 1 August 2014, to apply the basic payment scheme at regional

level. In such cases, they shall define the regions in accordance with objective and non-

16 Compiled from European Commission MEMO, “CAP Reform — an explanation of the main elements”, accessed from
http://europa.eu/rapid/press-release_ MEMO-13-621_en.htm
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discriminatory criteria such as their agronomic and socio- economic characteristics, their regional

agricultural potential, or their institutional or administrative structure.

Thus, MS can differentiate the unit value of the basic payment (BP) on the basis of national, agronomic or
administrative regions that have been defined at the beginning of the programming period. Policy assigned
regionalization regions (RR) can coincide with administrative or geographic regions but can also be not
related to them, such as the case of agronomic criteria where a region is defined on the basis of specific
crop areas (e.g. arable or permanent crops). Hence, regionalization regions may represent a broader

category than administrative or geographic regions and shall not be confused with them.

The only regulation guideline regarding regionalization is that it should be in accordance with objective and

non-discriminatory criteria. Practically MS are totally free to draw the regions and allocate the BPS budget.

This flexibility provides to policy makers numerous different alternatives on how to form regions and
allocate the budget. Additionally the fact that different stakeholders are affected in a distinct way, call for a
transparent design process. Towards this end we propose a Decision support System (DSS) that will support
national authorities to implement regionalization in a transparent way facilitating collaboration with
different shareholders. In this paper we present its design overview and give a proof-of-concept

implementation.

In section 2, we provide details on the mathematical representation of modeling regionalization; in section 3
we give a small review of the use of decision support systems in agricultural policy evaluation; in sections 4

and 5 we present the design and the implementation of the employed regionalization DSS.

2 Modeling CAP2020 Regionalization

There are three regionalization types, based on how regionalization regions (RR) are defined.

RRs are administrative-based partitions (e.g. prefecture-based) or socio-economic related partitions
(e.g. mountainous vs. non-mountainous areas). The distinctive feature in this case is that each farm is
related with only one RR. The farm’s basic payment unit value (BPUV) equals to the RR basic
payment unit value that the farm belongs to (Eq. 1).

RRs are agronomic based partitions (e.g. Arable vs. Tree crops). In this case farms can be related to
more than one RR, e.g. half of farm area is connected to arable RR and the other half to tree RR. The
farm’s BPUV equals the average of each agronomic region (agronomic=crop) basic payment unit
value weighted by the share of each crop area to total farm area in a reference year, as in Eq. 2.

RR definition is a hybrid case of the previous two cases. For example when the RRs are mountainous
vs. non-mountainous arable crops vs. non-mountainous permanent crops. Then the farm’s BPUV is
like the second case but the agronomic basic payment unit value can differ from one farm to another,

as in Eq. 3.
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where @R, : Basic payment unit value applicable to farm-f (euro/ha)

1@ : Basic payment unit value applicable to administrative region-r, where RITL.@@# is the region of
farm-f) (euro/ha)

2@8F "% " The Basic Payment budget for region-r, where B.€@# is the set of farms that belong to region-
r (euro)

Elgf’ : Basic payment unit value applicable to agronomic region-g under administrative region-g, where

D@ is the crop-set related to g (euro/ha)

: The Basic Payment budget for agronomic region-g under administrative region-g,(euro)
Q6 : Total eligible land for farm-f (ha)

: Area of crop-c in farm-f in the reference period (ha)

For an illustrative example regarding those three regionalization types, see Kremmydas et al. (2018).

Therefore the policy-makers options regarding regionalization can be decomposed to the following

sequential decisions:

a) the regionalization type, i.e. administrative, agronomic or hybrid
b) the allocation of farms and/or crops to the corresponding RRs (defining ZIA.@@ and B0 Q€ sets)

c) theallocation of the total budget to the defined RRs (defining , , D@97 ")
D> il A@Pn "

The DSS addresses those three phases, as described in section 4.

3 Decision Support Systems and Agricultural Policy Evaluation
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Decision Support System (DSS) is any kind of a computer program facilitating decision making process. It is
an umbrella term that covers any computerized system that supports decision making in an organization.

DSS enhances the capability of decision makers to take more accurate and on-time decisions. It has been
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acknowledged that decisions utilizing DSS can be made more quickly and accurately than unaided decisions
(Djamasbi and Loiacono, 2008; Todd and Benbasat, 2000; Chan et al., 2017).

A properly designed DSS is an interactive software-based system intended to help decision makers
compile useful information from a combination of raw data, documents, and personal knowledge, or

business models to identify and solve problems and make decisions (Sprague, 1980).

According to Power and Sharda (2007), there are five categories of DSS which can be recognized by
identifying the dominant architectural component that provides the functionality for supporting decision-
making (Power, 2002). The five categories include model-driven DSS, as well as communications-driven,
data-driven, document driven and knowledge-driven DSS. The architecture is most often comprised of three
fundamental components: the database or knowledge base, the model (i.e., the decision context and user
criteria) and the user interface. The database or knowledge base holds the data used by the model to derive
its conclusions. The user interface is the way through which the user interacts with the DSS to provide the

necessary inputs and pick the results.

Agricultural policy needs strategic decisions and requires DSS to evaluate and understand the outcome of
each alternative for optimal decision-making. So, the domain is a privileged area for the technology of DSS.
There are a lot of DSS covering several aspects of this area and some distinguished papers are mentioned

below.

Manos et al. (2010) present a DSS for sustainable development and environmental protection of
agricultural regions. The system aims at the optimization of the production plan of an agricultural region
taking in account the available resources, the environmental parameters, and the vulnerability map of the
region. In their paper, Borges et al. (2010) demonstrate the use of a model base approach to anticipate the
impacts of changes in CAP and/or in prices on land use in rural areas (including forest land). In Louhichi et al.
(2010) is presented a bio-economic farm model for different bio-physical and socio-economic contexts,
facilitating the linking of micro and macro analysis. Model use is illustrated with an analysis of the impacts of
the CAP reform of 2003 for arable and livestock farms in a context of market liberalization. Bournaris and
Papathanasiou (2012), present a DSS for the planning of agricultural production in agricultural holdings or in
agricultural areas. The system simulates different scenarios and policies and proposes alternative production
plans. Finally, a paper of Rovaia et al. (2016) presents a comprehensive model for the governance of rural

landscape and a first simplified application to a cultural landscape.

4 The CAP2020 Regionalization Decision Support System

National authorities have a great flexibility on how to draw regionalization regions and allocate budget.
Consequently they can potentially pursue a wide range of objectives. This means that the required data in
order to evaluate the objectives can only approximately be determined during the development of the DSS

and very probably new data will be requested during the consultation with other stakeholders.

The DSS knowledge base currently contains data from the Greek Payments Authority on previous CAP

regime; the current direct payment allocation per farm size and prefecture. However the database can easily
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be extended to contain other socio-economic data like the income indicators per farm size and farm activity

from the national FADN database; the regional GDP per sector from the national statistical authorities; etc.

The DSS models the effects of the policy makers decisions regarding the three regionalization options
(type, region definition, budget allocation) to the Single Farm Payment value for each farm, as described in
section 2. Output is provided in the basis of farm grouping of farm economic size and type of farming. Spatial
output is also present, providing a visual representation of the effects n each prefecture. In any case the

model can be extended to provide output for other measures that represent individual policy goals.

Overall, given an established strategic goal, the DSS provides a clear picture of how that goal is affected
for any selected scenarios. The DSS usage is expected to be in an iterative mode: policy makers and
stakeholders draw regions, try some budget allocations and observe the effects and then restart the process

to fine tune policy results.

We distinguish two DSS use cases that correspond to the regionalization design decisions that are described

in section 2 and another one that extends the DSS with collaboration features.

4.1 Select regionalization type and define regions

Policy makers form a regionalization scenario, i.e. select regionalization type and define regions, by
means of exploratory analysis. The definition of regions is based on some partition variables, e.g. the NUTS
nomenclature, the altitude or some crop classification like arable vs. permanent crops. Thus the user selects
the partition variables which identify the different regions. The user very probably will further consolidate
those regions to more homogeneous ones. In order to do so, he will examine certain regions’ property
variables, e.g. the prevailed crop pattern, the importance of agriculture, the current single payment unit
value, etc. He can thus refine initial region creation either manually or through a clustering tool that will
suggest him the regions that are as homogeneous as possible. The activity diagram of this use case is

provided in Figure 1.
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Fig. 1, Activity Diagram for exploratory extraction of regions

4.2 Budget allocation across regionalization regions

When the user has concluded to a region formation scenario he is ready to set budget allocation. This is
expected to be a trial and error exercise where policy makers investigate the effects across different
stakeholders for different allocations. Users can manually set the budget share or can use tools of
predefined allocations, e.g. budget share proportional to the number of entitlements or to the gross value of
direct payments in each region. Then the DSS engine will calculate the indicators and present them to the
user. Based on the results the user can save the regionalization scenario and restart the process. The
indicators of the scenario effect will span to different stakeholder classes, e.g. farms per NUTS administrative
level or per type of farming or per farm income class. The activity diagram of this use case is provided in

Figure 2.
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Fig. 2, Activity Diagram for exploring the effects of various budget allocations between regions

4.3 Dissemination and collaboration

Dissemination and collaboration use case: Due to the different interests of stakeholders, collaboration is a
very important aspect of the regionalization decision process and thus is incorporated into the DSS. When a
user is satisfied with a scenario (regionalization region definition + budget allocation) he can save it and
choose to share it, either with other users of the system or in public. A discussion channel, e.g. a forum
thread, will be automatically created so that other users can comment and discuss scenarios. Users will also

be able to load the scenarios of other users in order to adjust them to their point of view.

5 A swift exhibition of the system

We used the R-Shiny web application framework (Chang et al., 2017) for agile development.

For the region formation stage, we used the following partition variables: NUTS-3, Altitude, Less-Favored-

Area, current regionalization regions, municipalities.

For deciding on the region homogeneity we provided the following property variables: number of farms,

sum of utilized agricultural area, mean Single Farm Payment unit value, sum of Single Farm Payment value.
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In Figures 3, one can see that the user has selected to partition regionalization regions (RR) by Prefectures

(Fig. 3a) and to examine the homogeneity of the formulated RRs using the variables of number of farms, sum

of utilized agricultural rea, sum of SFP value and mean unit value.
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Fig. 3a, Partition variables Fig. 3b, homogeneity status variables

In Figure 4a we show the status of the DSS when the user has clicked the STATUS button. The values of the
status variables are shown grouped by the partition variables. The user can sort prefectures based on status
variables and/or filter values. Furthermore on the clusters tab the user can perform a hierarchical or a k-
means clustering in order effectively see the homogeneous RRs. In Figure 4b, the user has selected to
perform k-means cluster, eliciting 3 regions based on the number of farms contained in an RR and the mean

SFP unit value. The DSS outputs the mean values of the clusters and also adds to Cl.G column the number of

the cluster that each RR belongs to (see Fig. 4c).

x |+
Browse Mg o Toot
QT n
Mew Roglon Mame
Create Region from Selected Values Cmar Regions
e ke s Create Reglons  Allocate Budge
. Browse Regions Cluster Tool
— APIOMOT AP, s
X REG ~ e EXMET. AXANMATON ENTXVIN Sel
: ) (oA orépie) ot Custering Tool A0S MerapATés viaclster R
5 OHABWY ) APIOMOS EKMET. (h) L] AP. AIKAIQMATON (k. sxdpia)
5 ] EYN. ENIAIA ENIEXYEH (eX. cupes) Hier Cluster
ATTIKI 489 26268 [Z] MONAA. AZIA ENIAJAZ ENIEX. (EUpGVEKT)
BOREIOAIGAIO 1470 s Groupnumber Size CentersWEIGHT Centers SFP_perHa
CENTRAL MACEDONA 103444 686239 15217 1 6 4542 2175
EPRUS 19244 121549 um 4 16.94 20677
3 3 10023 35649
ESTMACEDONA & THRACE 85,614 407881 126849 Del
10NO 188059 60258 20695

Fig. 4a, Values of status variables grouped by
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Fig. 4c, Transfer of cluster analysis results

After the user has a clear picture of the homogeneity of the potential RRs, he can further proceed on
creating the real RRs. In Figure 5a, the user has created three regions (Region 1, 2 and 3) after sorting by the
CL.G column (the cluster number the region belongs to). Those RRs are a furter grouping of the potential RRs.
For instance Region 1 is composed of NOTIO AGAIO, VOREIO AGAIO, ATTIKI, WESTERN MACEDONIA, EPIRUS.
The user can explore many further groupings since the DSS provides instantly their properties regarding the

status variables. This is shown in Figure 5b.

When the user has concluded to a certain RR formation he proceeds to the Budget allocation phase, as
shown in Figure 5c. There, apart from defining the total SFP budget (in this case 1159 mil. Euro), he allocates
it to the different regions. It will be also be possible to define Convergence and Redistributive Payment

scheme parameters; however this is still under development.

When the user click the See Effects button the DSS model is run and all relevant results are given back. They
are given grouped by NUTS-3, by Prefecture, by economic size and by type of farming, so that the user can
explore the effects on several dimensions. Also there is a Complete option that provides a detailed grouping
of all above dimensions. For instance, the user can explore the effects on KRITI prefecture for Arable type of

farming for economic size of 2000 — 8000 economic size group.

Furthermore, for each of the above dimensions, information is also presented by means of maps. In Figure
7a the net effect (mil. Euro) of the current Regionalization scenario for each NUTS-3 region is presented in a

map. Users can also see this map for a certain type of farming or for a certain economic size.

Finally the distribution of the SFP unit value is given in a table and in a chart. In Figure 7b, the user sees the
distribution of the SFP unit value in the current situation (blue line) vs. the user created scenario (red line).

Those distributions are also provided for the economic size and type of farming dimensions.
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6 Conclusions

The latest Common Agricultural Policy reform (CAP2020) provides national authorities with several
implementation options for fine tuning individual goals. This creates the need for a transparent policy design
process. Towards this end we presented a DSS that support regionalization design in a transparent way
facilitating collaboration with different shareholders, in three distinct steps: selection of regionalization type
and definition of regions; budget allocation across regionalization regions; dissemination and collaboration

between stakeholders.

In the future we plan to extend the DSS database with socio-economic data. Furthermore a mathematical
programming farm model will be incorporated so that the adaptation of farms to selected policy scenarios

can be evaluated. Finally a pilot implementation with selected stakeholders is also planned.
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FUTURE WORK

Title Description

Currently Olive groves (FADN code = 154) is entered as a single
activity under the GAMs code olivefr

Handle Olive groves activity better However, we can further split the activity to “Olive grove for

olive 0il” and “Olive oil for Table Olives” and “Olive grove for
mixed production”. We can do this using PRODUCT 281 and 282
where the Production of each type of product is recorded

Currently the production choices of farms are limited among the

observed production choices of the calibration year.
Run model with data on three consecutive years
If based on three consecutive years the set of production choices

for each farm is extended

Calculation of CO2 and Nitrogen emissions based
on FAO methodology

Include Risk on the objective function
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CHANGELOG

v0.1

Copy Model specification from an early paper on regionalization
Abstraction of the modeling process so that data and model are distinguished
GRIFAM logo added

v0.2
minor

Added a TODO List / GRIFAM renamed to GREFAM / Housekeeping of Activities
major

Added Livestock submodel

v 0.3
minor
major

Variable Cost Estimation per yield, with quantiles
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Introduction

The scope of the GREFAM model is to use the Greek FADN representative farm data for policy
impact assessment. Since the model has a narrow focus it includes in depth details tailored to Greek

agriculture.

The purpose of this manual is to give details on the model specification and the input data

computation, so as to make it transparent to end users.

Conceptually the model consists of various definition or data files (static components) and of various
processes (dynamic components), as shown in Figure 13. The model specification describes the
mathematical programming problem (objective function and constraints) and the corresponding
data needed in a GAMS file. This file is combined with the Model Input data (in txt or gdx files) and
the model is solved so as one or more Result files are produced. In order to create the Model Input
Data, several Raw FADN data (through the fadnUtils R package) and other auxiliary raw data are
processed.

In the following sections we describe in more detail those model components.

Raw FADN data

(fadnUtils) Other raw data

3 3 Transform and
Model Specification Model Input Data calculate
Solve Model
E Definition / Data
o Process
Results

Figure 13, Model Components
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Model Specification

Important Sets

Activities

In the model we consider a broad number of agricultural activities. In Table 8 we provide the
detailed list along with the corresponding FADN code. The short name column provides the GAMS

set name of the activity.

Activities are divided to Crop and Livestock activities. For Crop activities, we differentiate between
irrigated and non-irrigated activities. For example maize for grain activity is split into mzegrn (non
irrigated) and mzegrn.irr.cmb (irrigated) activities. Thus objective function coefficients (gross margin)

are calculated separately in those cases.

Livestock Activities

Activities 4"’/-
i) M""%-‘__

Crop Activiies

B — Crop Activities
Crop Activities T T

|— Caneals {c_c) | |

| —  Rice(c_n | Irrigated | | not-Irrigated |

— Protein crops (c_p)
| Otherfleld cropa (¢_o)

— Vegetehlea (¢ V) .
Crop Activities
|— Foddercropsa{c_)

—  Oreaing crops (c_g)

L— Permanentcops (c_)

for selling to market

C CCl —

c_p.c_o,
Concetrated cvc_fc_t
(c_c.c_p)
for feeding farm's | —
livestock
Coarse
(c_f)
Fallow

Grazing crops
(c_g)

Figure 14, Hierarchy of the Activities Set (the GAMS set name in parentheses)
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Table 8, Model Agricultural Activities

FADN Short Name (GAMS code)
Activity code — . .
Non-irrigated Irrigated / Combined Other Comments
Common wheat and spelt 120 cwheat -
Durum wheat 121 dwheat -
Rye (including meslin) 122 rye -
Barley 123 barley barley.irr.cmb
=2 Oats 124 oats -
§ Grain maize 126 mzegrn mzegrn.irr.cmb
Rice 127 rice.irr.cmb
Other cereals 128 ceroth Includes also millet, triticale, buckwheat
and sorghum
Summer cereal Mixes 125 sumCereal
Cotton 347 cotton cotton.irr.cmb
Potatoes 130 potat.irr.cmb Includes early and seed potatoes.
2 Sunflower 332 sunflr sunflr.irr.cmb sunflr.energ
§ Tobacco - Basmas 370 tob.basmas tob.basmas.irr.cmb
E Tobacco - Katerini 371 tob.kater.irr.cmb
.
% Peas peas peas.irr.cmb
Lentils lentils lentils.irr.cmb
Protein Crops protein protein.oth.cmb
- Tomatoes 337 veg.tom veg.tom.irr.cmb veg.tom.shelter
= own
ED % Leeks, spinach, lettuce 336 veg.leeks.irr.cmb veg.leeks.shelter,
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veg.leeks.garden

. 338 Marrows, courgettes, aubergines,
Vegetables grown for fruit or . . .
veg.flowers veg.fruits.irr.cmb gherkins, globe artichokes, sweet
flowers (not tomatoes)
peppers
Vegetables grown for roots, 339 veg.roots.irr.cmb
bulbs or tubers (except
potatoes)
Legume vegetables 340 veg.legumes.irr.cmb Includes peas and beans. Excludes
lentils, chick peas
Fodder maize 326 mze.fod.irr.cmb
Other fodder plants 328 fod.oth fod.oth.irr.cmb Lucerne and other fodder plants
Rough grazing 151 grazing.rgh Generally uncultivated and not fertilized
land, including scrub, used as poor
quality pasture.
E: Permanent pasture 150 pasture.perm Grassland grown for 5 years or more on
& cultivated land.
2
© Temporary grass 147 grass.temp Grassland grown for less than 5 years on
§ arable land. Includes areas grown for
i less than one year and the production of
hay and/or silage from these areas (
Fallows and set aside 146 fallow Includes all arable land included in the
crop rotation system, whether worked or
not, but with no intention to produce a
harvest for the duration of a crop year.
o » Olive groves 154 olivefr olivefr.irr Currently there is no distinction as
c Qo
g S whether production is olive oil or table
S o olives
o <
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Vines 155 vinesfr vinesfr.irr Currently there is no distinction as
whether production is grapes or wine
Nuts 351 nutsfr nutsfr.irr Includes walnuts, hazelnuts, almonds,
chestnuts
Stone fruit 350 stonefr stonefr.irr Includes plums, peaches, apricots,
cherries.
Oranges 354 orangefr.irr
Lemons 356 lemonfr.irr
Tangerines, mandarines, 355 tangerfr.irr
clementines
Small fruit and berries 352 berriesfr Includes red currants, black currants,

white currants,
gooseberries, raspberries, figs.

Excludes strawberries, melons and
pineapples (to be

recorded in Vegetables)

Pome fruit 349 pomefr pomefr.irr Includes apples, pears, and quinces
Tropical and sub-tropical 353 tropicalfr.irr Includes bananas, avocados, mangoes,
fruit Papayas

Notes:

For Vegetables

*.shelter refers to Crops grown under shelter (greenhouses, permanent frames, accessible plastic tunnels) during the whole or greater part
of the growing season.
*.garden refers to Crops grown under short rotation with other horticultural crops, with almost continuous occupation of the land and
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several harvests per year.
By default (if no shelter or garden suffix is present), we refer to Crops grown in rotation with field scale crops.

For Permanent Pasture and Rough grazing, The value of hay and/or grass used as feedingstuffs for livestock can be indicated when marketable under 'Farm use'
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Variables

Variables Description
50, " The area of crop-c, for selling to market (hectare)
The area of feedstock crop-@@F, for feeding animals in the farm (hectare)
D> The fallow land (hectare)
. The number of animals of type-ta the farm decides to breed (heads)
:
oo Quantity of feedstock of type @& 22"'% purchased (tones)
D The family labour used (hours)
A2 &n
X oy The foreign labour used (hours)

Obijective Function

We assume that farm selects a crop plan so as to maximize their gross income (1.1) subject to certain

constraints as in (1.2)-(1.11). We now provide more details on the farm model formulation.

The gross income (1.1) equals to non-labor gross margin (Price times Yield plus Coupled payments minus
variable costs) minus the foreign labor expenditure (Wage times Foreign labor requirements, i.e. the
selected crop plan labor requirements minus the available family labor) plus Single payment plus any
Pillar Il payments.

9@ | 999 “°°° | 0@ [ (1.1)
DD [ DG

Total farm Gross Profit equals Gross Profit (without wages paid) from crops sold at the
market plus the Gross Profit (without wages paid) from the livestock activities minus

wages
paid for all activities plus subsidies received by the
farm
<@g 005 D@ [ BB a0, (1.11)

09088 " e e
- B

Gross Profits from market crops
equal,

for each crop, the gross margin per hectare (price times
yield minus variable costs plus coupled payments).
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DQE% [ 1GPSS° (| 1 G000 (11.2)
19006007 7 | DI G

Gross Profits from livestock activities equals the income from
livestock activities minus the cost of in-farm produced feedstock
(excluding wages) minus the cost of purchased feedstock minus

any non-feedstock costs

7SS ooo
; f . goo D (1.1.2.1)
: 15 06080

Income from livestock equals the income from milk plus that
from

selling young animals

HHJ:’_‘H@ 53_\\ \‘H\ _\H 0o

(1.1.2.2)

The quantity of milk of type a_| (sheep or goat milk) equals the number of animals of type ta that produce
milk a_l

(the subset B1€@'-%) times their yield times the price of
milk a_l

0l o 2

. .
@wf’ﬂﬁo @HH w\u
Yo (1.1.2.3)

The income from selling young animals equals the sum of the number of animals of type ta times the
observed percentage of young sold animals times their observed price

5000 [ (1.1.2.4)

ne

Produced feedstock cost equal, for each feedstock crop, the
variable costs (excluding wages) per hectare minus any coupled
payment per

hectare times the area
cultivated

PN (1.1.2.5)

Purchased feedstock cost equals the price of the feedstock (euro per tn) times the
quantity purchased

DEoE | 66
:
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e wages paid are equal to the required foreign labor (in hours) multiplied (1.1.3)
by the wage. The required foreign labor equals the labor required for crop
(market and feedstock) cultivation plus the required labor for breeding any

animals
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minus the available family

labor.
16697 ° goo B8 oy Beg & (1.1.3.1)
00 9999 - €0 + G000
EL u

The labor required for crops equals the labor required for one hectare of a
market crop (2@ @ times the cultivated area plus the labor required for
one hectare of a
feedstock crop times the corresponding

areas
a0 ARL&
oo
09966” . IDQOOR, T | D0DGR -
G[(Rel - > B.5 0
a0 o (1.1.3.2)
0
The labor required for animal breeding equals the sum over all animals
types of the labor per animal times the number of animals in this
system
- . - o
900, 64 1S 00 | 16962 O 0+@ . -
@ .
(1.1.4)

The value of subsidies equal the unit value of the decoupled payment (Single Payment of Single
Farm Payment) times the eligible land plus the value of pillar 1l subsidies plus
the value of coupled payments
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SUBS = SP- LAE + S0 LABCToPS = Z(LBCCR . X({Ilarkel) 3 Z(LBS;Q ,chlef’d)
3

The value of subsidies equal the unit
value of the decoupled payment

(Single Payment of Single Farm The labor required for crops equals the labor required for one hectare of a market LABaniml — Z(LB,‘;% . Alsys)
Payment) times the eligible land plus crop (LBF) times the cultivated area plus the labor required for one hectare of a ot
the value of pillar Il subsidies feedstock crop times the corresponding areas %

The labor required for animal breeding equals the
sum over all livestock breeding systems of the labor
required for one ewe (for this system) times the
number of animals in this system
Total farm Gross Income equals Gross Profit (without wages paid) from|crops sold at the market
plus the Gross Profit (without wages paid) from the livestock activities fninus wages paid for all
activities plus subsidies received by the farm

GI = GP™aTket 4 GPWSt — WAGES + SUBS

/ = WAGES = (LAB°PS + LAB"™! — FLB) - WAGE
\ o
The wages paid are equal to the required foreign labor (in hours) multiplied by
the wage. The required foreign labor equals the labor required for crop
(market and feedstock) cultivation plus the required labor for breeding any
animals minus the available family labor.

Gross Profits from market crops equal, Gross Profits from livestock activities equals the income from
for each crop, the gross margin per hectare (price x yield livestock activit.ies minus the cost of in-farm produced feedstock
minus variable costs plus coupled payments). minus the cost of purchased feedstock
market — . . ymarket GPWst = [NCSt — FEEDPT°® — FEEDPWTch e
GP =) ((PR.-YI.—VC.+CP.)- X! oot
FEEDPwreh = PR F
c cf-crs_purch cf.crs_purch
cfcrs_purch
feed cntr
+ Z (PRc[_mrr_pur:h ¥ Fcf_tnlr_purch
cfentr _purch
’Nclvsl = (Myleld - MPT ice . Al 's) FEEDP" od — Z (Vcc/ — CPcf) Xfeed) Purchased feedstock cost equal, for each coarse and concentrated feedstock crop that can be
Sy purchased (c/-MT-pureh oferapureh) the price of the feedstock (euro per tn) times the quantity
Isys purchased
lm:ome from llvestock equals, for each livestock system Produced feedstock cost equal, for each feedstock crop,
(i ), the ber of ewe the variable costs per hectare ninus any coupled payment
nmes the milk y|e|d times the milk price per hectare times the area cultivated

Figure 15, Objective function graphical decomposition
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Constraints

Land and Labor

In (1.2) total cropping area cannot exceed total land, in (1.3) the irrigated area is bounded by the current
irrigated area and in (1.4) a labor availability constraint is set.
m&:(-TbD A¢R & [ w

7
e O

(1.2)
The total cropping area cannot exceed total land
0666" """C0b 0+ 99" ¢ [ 1eY
o@
! (1.3)
The total irrigated cropping area cannot exceed total irrigated land
m o 0 W\ e 0 H&nL [EERRER 0
1009 0 9er e (1.4)

The required labor shall be equal or more than the available family labor and less than the total available labor

Working Capital

In (1.5) a working capital constraint is set for each farm. The required working capital (left hand side) equals
to the non-labor variable costs plus any foreign labor expenditure. This cannot exceed the sum of subsidies
plus a farm excess working capital.

ALEQ9 - o 0 oano 0 O
o Gl . 0000 (1.5)
O

Livestock Constraints

lafalal> > 8 0 0
@ DO00QeeO - U INOO99 " HNOee
0o 000 O
For each nutrient type, the nutrient supplied by purchased and produced feedstock shall cover the needs for maintaining the weight of
the farm animals (kg)

v
(1.6)
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m\\‘;%@ H_ 7 Jalau &

(1.6.1)

The nutrient supplied by produced equals the area of those crops times the yield times the content per ton of that crops

lal>> 7 +O0QHeH -0 -

u]sials! J— S (1.6.2)

po_t@ton

The nutrient supplied by purchased feedstock equals the quantity purchased times the content per ton of that feedstock (kg)

lad>7 _
FEEEGOOP, O@
h Pab (1.6.3)

The maintenance demand for a nutrient equal for each animal type the per-animal maintenance needs times the number of animals of
that type

Gl e 09600 , B ,°
o (1.6.4)
The milk production demand for a nutrient equal for each livestock product the needs of nutrient per unit of product (liter) times the
quantity of production

aful>'? S 110.01- DO Q@Es - €€  °
ko n . ab (17

ar

The Dry Matter Supply (DM) shall exceed the 1% of the total weight of all animals

W o 190

(1.8)

The area devoted to grazing feedstock is fixed and equal to the observed one

Decision space

We confine the farm decision space to specific crops. In this version of the model we confine the available
decision space crops to those observed in the baseline year. In future version of the model, the calibration

data will be based on three consecutive years, thus the decision base will be more realistic.

aoo 00 v -t (1.9)
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Sets:: @@ -'“: The crops that are impossible for farm to cultivate (subset of

c)

Permanent crops

In (1.10) we fix the permanent crop area to be equal to the observed ones, i.e. farms cannot expand or

contract permanent crops. We assume this since starting a permanent crop activity is an investment decision

since they have a production life of 30-50 years and thus bind farm capital in the long term. However in the

model we consider income and variable costs connected to permanent crops activity, since they affect the

short-term status of a farm. For a similar reason we choose to exclude depreciation from our considerations.

Depreciation affects farm in the long run. If the net income (gross income minus depreciation) is negative, it

is a sign that the farm is not viable in the long run within its current structure. The long-term viability is

nevertheless an interesting and important aspect of examining policy impacts but in this paper we are

occupied with the short-term production effects.

I BQ® Ve
0

Sets:: @@ : The permanent crops (subset of c)

Parameters:: : Land observed for crop-c (ha)

Crop rotations

In (1.11) we set crop rotations. The rotation coefficient (Wr;;r

crop participate in the rotation.
900" 110
&i

it Ja00&A,808
A0 O&

Sets:: [DIEI€€r the rotation set / R @RI €@ : the crops that are included in a rotation

Parameters:: W* : The rotation coefficient

More specifically we set the rotation constraints as in Table 9.

Table 9, Rotation constraints

(1.10)

) denotes how many hectares of a

(1.11)

dwheat + cwheat + mzegrnIR + barley + fallow > 0.25 cottonIR
dwheat + cwheat + barley + fallow > 0.25 cotton
cwheat + barley + fallow + cotton > 0.25 dwheat
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dwheat + cwheat + barley + fallow + cotton

[\

0.25 mzegrnIR

barley 0.25 cwheat

v

Thus, the first rotation constraint implies the sum of dwheat, cwheat, mzegrnIR,barley,fallow areas shall be
greater that 0.25 of the cottonlIR area; in other words for every one hectare of cottonIR there shall be at

least

Flexibility constraints

In order to remedy the fact that a linear programming problem is an approximation of the farm decision

process, we include certain flexibility constraints:

In (1.12) we define some lower and upper limits for certain contract crops. Contract farming is treated with
flexibility constraints in the model. Farms that grow one of the contract crops are imposed to decide

between 80% and 120% of the current area. All other farms cannot select those contract crops.
Q@R oo - D@ U 0 1.2 - D@@R (1.12)

Sets:: @@ ~: contract crops (sugar beet,
sunflower) /

Parameters:: @QOOO® zz, QOO z: The lower/upper allowable share of the main crop in the total
farm area
(%)

CAP 2020 Greening constraints

Next we augmented the baseline model with greening constraints, as in (2.4)-(2.7).

Crop
diversification %Cﬂ; O %‘“’, 1095,y Vi, B € B, 9@y € B0 [ QT
1,95% k>3 (2.5)

Crop
diversification OB, U075 o VB, 9@ (2.6)
2, 75% [l 7 2

Ecologic 0.7 - DOz s O @@yzeo - g 10,05 Ve 2.7)
200 B
Focus Area

where QO , OO, ©O": the set of farms with more than 10,15 and 30 ha of arable land
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Parameters

We provide in details the data used in GREFAM model in Table 10.

Table 10, Parameters (data) used in GREFAM model

GAMS name

Description

General information on farm

w(f) Weight of farm-f (number of represented farms)
SPc(f) Single Farm Payment in baseline/historical regime (euro/ha)
So(f) Other subsidies, i.e. agri-environmental, NATURA, mountain, etc. (euro)

Gross Margins

yields(c,f) Yields for a crop on a farm (tn/ha)
prices(c,f) Expected prices for a crop on a farm (euro/tn)
Variable cost requirements (intermediate consumption) for a crop on a farm,
totalVarCost(a,f) .
excluding wages (euro/ha)
CP(a) Coupled payment for activity a (euro/ha)
Land
Lir(f) Irrigated Land owned by farm (ha)
Le(P Land eligible for single payments, i.e. the rights in 2013 before the CAP2014
(ha)
Xc(a,f) Avrea of activity-a observed for farm-f (ha)

farm_use(c,f)

Avrea cultivated with crops for feeding in-farm animals (farm use) (ha)

IMP_X(c,f) Impossible combinations for farm f of crop ¢ (O=impossible, >0 possible)
Labor

Ib_cr(f,c) Labor requirements for a crop activity (hours/ha)

famL(f) Family Labor availability (hours)

forL(f) Foreign Labor availability (hours)

total_labor_obs(f)

Total Labor observed in the farm, according to estimtion of labor per hour
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GAMS name Description

(hours)"
wage(f) Wage (euro/hour human labor)
Livestock

Ivst_purch_feeds_obs(f)

Observed value of purchased feedstock for livestock

anim(f,ta)

Number of animals per type-of-animals (ta) (number)

M_quant(f,a_I)

The milk quantity observed produced for each livestock activity in one year
(kgr)

M_price(fa_l) The milk price for each livestock activity (euro/It)

INC_sell(f) income from animal sales (euro)

LB_an(ta) Labor requirements per animal type (hours/animal)

LB _mil(a_l) Labor requirements per kg of livestock activity (milk) (hours/kg)

WEIGHT _an(ta)

The average weight (over 1 year) for each animal type (kg)

CNT _fs_purch(fs_purch,n)

The content of the purchased feedstocks in nutrients (dm pr and fib in g, enrg in
MJ)

PR_fs_purch(fs_purch)

The price of purchasable global feedstocks including transportation costs
(euro/tn)

CNT_c_f(c,n)

The nutrient content of the crops that can be used for feedstock (dm pr and fib in
g, enrg in MJ)

NEED_an(ta,n_con)

The need of one animal for maintainance purposes for the whole year ( dm pr
and fib in gr, enrg in MJ)

NEED_lIt(a_l,n_con)

The need of nutrient for producing 1 kg of product-a_l (sheep or goat milk) (dm
pr and fib in gr, enrg in MJ)

Ivst_purch_feeds obs_coarse(f)

The observed value of purchased coarse feedstock (euro)

Ivst_purch_feeds_obs_conc(f)

The observed value of concetrated concetrated feedstock (euro)

Ivst_prod_feeds_obs(f)

The observed value of produced feedstock (euro)

Ivst_specific_costs_obs(f)

The observed specific livestock costs (euro)

Ivst_costs_paid_obs(f)

Observed value of paid costs for livestock (euro)

M_yield(f,ta)

milk yield per animal for farm-f (tn/animal)

animal_to_milk(ta,a_I)

Type of animal that produces type of milk (0-1 data)
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GAMS name

Description

INC_sell_per_animal(f)

Income from selling animals per animal for farm f (euro/animal)

anim_sheep_ratio

The ratio of other to female sheeps (ratio)

anim_goat_ratio

The ratio of other to female goats (ratio)

out_grazing_days(f)

The outside-farm LU grazing days reported

out_grazing_cont(n)

The content of one kgr of outside-farm grazing matter (dm pr and fib in g, enrg
in MJ)

out_grazing_yield

The yield of one day of grazing (tn/day)

out_grazing_day_conv

The conversion of 1 LU-grazing day to sheep/goat grazing day (number)

cnt_fs_purch(fs_purch,n)

The content of the purchased feedstocks in nutrients (dm pr and fib in g, enrg in
MJ

SETS:

f: farms

a: activities (crop+livestock)

C: crop activities
a_l: livestock activities

ta: type of animal

fs_purch: feedstocks that are purchased

n: nutrient categories (protein, energy, etc.)
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Model Input Data

Data Coverage

We are currently calibrating data to a single year, namely 2013. This is planned to be changed to a three year
calibration. This will be more accurate since more data will be available for estimating the farm production

plan.

We do not use the whole farm dataset but exclude certain farms that may affect the credibility of the

results. More specifically we exclude:

1. Farms that they have at least one crop activity that is not in the included activities (see Table 8). This
results in 1054 sample farms excluded from the original 4779 sample farms
2. We also exclude any farms that present at least one yield outlier (based on the IQR method) in any

farm activity. Another 146 sample farms were removed.

The data coverage after the above filtering is

Farms 334.713 230.787 69.0%

Area (th. Ha) 3075.8 2048.7 66.6%

Crop °“tp‘€'t) Value (mil 4787.6 3231.4 67.5%

Livestock O.utput Value 1313.5 672.3 51.29%
(mil €)

Furthermore, in the filtered dataset we run certain data transformations like calculating the production in
grazing land; distinguishing irrigation crops and eliciting the areas allocated for in-farm livestock feeding.

More details on those can be found in the Preparation of GREFAM Input Data supplementary material.

Gross Margin Calculation

In GREFAM we define Gross Margin (GM) as GM=PRICE-YIELD-VARCOST, where VARCOST is the variable cost

per hectare, without including labour costs.

Activities' gross margin is the most important data element in a farm model. The relative gross margins
between activities determine the optimum crop mix and thus are the main drivers of the model outcome.
Furthermore it is important to maintain the farms gross margin heterogeneity found in FADN data, rather

than employing homogeneous gross margins from econometric estimation.

However deriving individual farm gross margins for each activity from FADN data is not a straightforward

exercise. There are two primary problems
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1. Prices and Yields, although reported on per farm ad per activity basis, may contain outliers
and thus a data filtering process must be applied

2. Variable costs are reported for the whole farm and not for individual activities. Thus we need
to derive variable costs for each activity in each farm

The steps we take to calculate individual farm gross margins are shown in Figure 16.

Initially we isolate from FADN dataset of years 2011, 2012 and 2013 the farms with a single activity crop.
Also any farm with livestock activity is removed. Based on this monocrop farm subset, we detect and remove
any farm with price or yield outliers using the Inter-Quantile-Range method. Then we proceed with
calculating variable costs reference values needed for the goal programming variable costs allocation goal
programming model. Reference data consists of minimum, median and maximum values for each variable
cost category (fertilizers, water, etc.) for each type of activity (common wheat, maize, etc.). The solution of
the goal programming problem provides estimates of the variable costs per hectare for each farm and each
activity. Those estimates are combined with the filtered yields and prices to obtain gross margins for each

activity in each farm.

Calculation of Reference

Reference Input Nata Inpul Dala

Monorrop farms

Goal Programming Made!

Outlier detection of

I Vari
to allocata Variable Costs Yield and Prices

Filtered Yields and Frices

L

Variable Costs per Activity Gross KMargins per Activity
and per Farm and per Farm

GREFAM model

|:| Definition / Data
O Pracess

Figure 16, Overview of the Gross Margin Calculation

On the next subsections we provide more information on the various elements of the gross margin

estimation process.
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FADN Variable cost categories

We calculate the individual variable cost categories that are recorded in the FADN dataset. Those are:

. SPECIAL CROP COSTS that includes costs that we assume to be strongly dependent on crop yield. It is
the sum of the following table-F FADN variables:

Water (V281)

Fertilizers and soil improvers (V274)
Crop protection products (V275)
Contract Work (V260).

Motor fuels and lubricants (V262)
Electricity (V279)

Heating Fuels (V280)

Wages (V259)

. SPECIAL LIVESTOCK COSTS is the sum of the following table-F FADN variables:

Purchased Concentrated feeding stuffs for grazing stock (V264)
Purchased Coarse fodder for grazing stock (V265)
Produced Feeding stuffs for grazing stock (V268)

. OTHER COSTS, that include more overhead costs, that are not so dependent on the farm's targeted
yield. This is the sum of following FADN table F variables:

Car expenses (V263).
Seeds and seedlings purchased (V272)
Seeds and seedlings produced and used on the farm (V273)

Other specific crop costs (V276). According to FADN definitions, they are more generic costs,
e.g. packaging, supplies for the preservation and processing, short-term buildings rent, etc.

Other specific livestock costs (V271)

Eliciting single-activity farms

We use the Greek FADN 2012, 2013 and 2014 datasets. The notation and the variable definition is based on
the RI/CC 1256 rev. 7 EU document (February 2011) that describes those datasets in detail. Also for each

year, we remove livestock farms (Any farm that had at least one animal of any kind). Thus the rest analysis

refers to only-crop-farms.

We then calculate the number of activities each farm is involved into.

ACTIVITY.FAMILY, that may include irrigated and non-irrigated variants or even a set of similar activities (e.g.

winter cereals or other vegetables).

Below we show the quantiles of the number of activities that the FADN dataset are engaged into:

## fadnYEAR 0% 25% 50% 75% 100%

## 1:
## 2:
## 3:

We see that half of the farms have up to 2 activities, also 50% of them have exactly 2 activities and 25% of

2012 1 2 2 3 7
2013 1 2 2 3 8
2014 1 2 2 3 7

farms have 3 or more.
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For the single activity farms, all reported costs are referring to the activity that the farm is engaged into.
However certain activities are occur more frequently than others. Below we report the activity occurrence in

sinfle activity farm subset.

it ACTIVITY.FAMILY 2012 2013 2014
## 1: olivefr 143 175 142
#H 2 vinesfr 104 108 29
## 3: cotton 47 52 60
# 4. wcereals 30 35 53
## 5: mzegrn 28 29 28
## 6: stonefr 28 22 33
## 7 pomefr 12 11 12
### 8: rice 9 6 6
## 9: fod.oth 8 16 12
## 10: protein.crops 8 8 6
## 11: veg.oth 7 13 1
#H# 12: citrus.fruits 6 6 7
## 13: veg.tom 5 8 15
## 14: nutsfr 4 1 1
## 15: tropicalfr 4 5 7
## 16: potat 1 B 4
##H# 17: sunflr 1 2 4
## 18: mze.fod 1 0 1
## 19: berriesfr 1 1 1
## 20: tobacco 1 2 0
## 21: grazing (4] 0 1
## ACTIVITY.FAMILY 2012 2013 2014

We see that 175 single activity farms are engaged in olive trees and 108 in vine cultivation for 2013.
However for other activities we have fewer observations. Nevertheless, for each activity we merge the

observations of all three years; for instance for rice we have 9+6+6=21 single activity observations.

Calculation of Variable Cost reference data

The variable cost reference data is an essential element of the allocation procedure. It provides the lower
and upper limits that individual farm variable costs can take and also the most probable value. They are

farm-wide data.
That reference data consists, for each cost category (e.g. fertilizer, contract work, etc.) and each activity:

1. a MIN and MAX expenditure value per hectare
2. The MEDIAN expenditure value per hectare

Furthermore, since it is reasonable to expect that variable costs per hectare are connected to the output
value per hectare, we calculate reference values for different ranges of output value for each activity type.
More specifically, for each different type of activity, we split the OUTPUT VALUE (PRICE times YIELD)
distribution to quantiles and assign each observation to the appropriate one. Yet for activities with few

single farm observations, we may calculate reference values for the whole range of output values per ha.

In Figure 17 we present the results of the reference values for maize grain. In the x-axis we show the two

output value ranges (up to 2000 €/ha and >2000 €/ha). In the y-axis is the expenditure per hectare. In each
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value AREA

cell of the figure grid a different cost category is presented; we additionally calculate the number of work
hours. For instance in the SP.CONTRACT.WORK cost category we see that the reference value (median) is 80
€/ha for output values up to 2000 €/ha and 120 €/ha for output values > 2000€/ha.

In the supplement Variable Reference Estimates we provide in details the reference values for each activity.

Estimated Range of Cost mzegrn

SP.WATER SP.FERTILIZERS SP.PROTECTION SP.CONTRACT.WORK
600+ | 200- | 400~
200~ 150 - 300-
400 - L | [ ]
| . 100- 200-
100°  p——sermap—s T
200- 50- 100~
0- 0- 0-
SP.MOTOR FUELS SP.ELECTRICITY SP.HEATING.FUELS SP.CAR
600- 6.220142e-15-

2 3.118203e-15- W
400~ 300-

1.626510e-17 -

200~ | 100 .l
-3.085673e-15- 100 -
l:_.__.'—__J 0- [ 0-
-6.187612e-15-
SP.SEEDS.PURCH SP.SEEDS.PROD SP.OTHER.CROP.SPECIFIC WORK.HOURS
6.108928e-15- 500-
300- 150 - :
3.060654e-15- : 400-
200~ s SFpeage= 100~ 300 -
1.237997e-17 - <
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L . | e 100-
-6.084168e-15- L
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i 2500 |
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I W
| .
1000 - :‘I:! L—J 1500- :i 0 I
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! ' . 1000~ : .
= & =) =) &
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& 2 2 & 2
o = (=] [=] 9.
—_— o — - =4
o o
o o
o o

(

INCOME quant

factor(HAS.WATER.EXP) 0 1

Figure 17, Reference values for Maize Grain

Goal Programming Model to estimate variable costs for each activity on each farm

The goal programming model is based on that of (Guindé, Millet, Rozakis, Sourie, & Treguer, 2005) and
(Kampas, Petsakos, & Rozakis, 2012) 7 A core difference is on how reference values were obtained (in the

aforementioned papers this was through an OLS) and the usage of different estimates for different output

values per hetare.

7 Kampas, A., Petsakos, A., & Rozakis, S. (2012). Price induced irrigation water saving: Unraveling conflicts and synergies between
European agricultural and water policies for a Greek Water District. Agricultural Systems, 113, 28-38.

-183 -



The objective is to minimize absolute deviation of the estimated variable cost per hectare from both data-

derived variable reference values and of the observed cost total expenditure. The mathematical formulation

of the goal programming approach is given in equations (1.1) — (1.7).

min €@,700@,

99

Subject to

o0, [ p6¢F C veer

19&, [HFT Vool
pezee, b1 66 T, U

106, - 19, (-

00 100

% ' ; ! '%' UO

Sets

for the activities /
crops

for different cost categories

Variables

00

2 ’w‘:

the
regression estimate for crop @ (euro/ha)

the deviation of the estimation from

Q©0°: the deviation of the estimation from the

-
observed (aggregate) value on cost type ¢ (euro)

€@, : the model estimation of variable cost type
of crop @ (euro/ha)

9@ T0b) B, P09 [

00 1 (1.1

(1.2)

(1.3)

va (1.4)

o0 160 ™

H‘LO

166

Voo (1.5)

(1.6)

Parameters

The allowed

" Coeer: maximum/minimum

Ul 7 24 o

@,
aggregate variable cost for crop & (euro/ha)

QQ”: A reference aggregate variable cost for crop
(euro/ha)

21 : The observed value of cost type & (euro)
o

€€ : The area of crop @ (ha)

In the objective function (1.1) we minimize the deviation from a regression estimated total variable cost

(weighted with the area of each crop) and the deviation from the observed cost.

In (1.2) and (1.3) the estimated variable costs (VC) per cost-type and crop cannot exceed the min and max

values that were obtained from the reference data procedure described above. In (1.4), for each crop, we
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define the deviation between the GP-estimated aggregated (over cost types) VC and the regression-
estimated aggregated (total) cost. In (1.5), for each cost type, we define the deviation of all (over crops) VC

from the observer VC.
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FADN.utils

R package

version 0.3

Dimitris Kremmydas

Athens, 2017
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Purpose of the package

FADN data is used by most farm modelers. Usually a model-ready dataset is provided by an
official FADN national office. However working with the raw FADN data is desired since more

information is available.

The FADN raw dataset is difficult to handle since many transformations are required in order
to get model-ready data. A detailed description of the raw FADN dataset contents are given
in RI/CC 1256 rev. 7.

In any case this package will provide functionality for handling FADN raw data within the R

language framework.

Conventions

DT: data.table class. See documentation here and a swift introduction for the data.table

class

Data structures

fadn.container

A list containing the FADN raw and processed dataset for some year.

It consists of:

$tableAl a DT containing the static information, i.e. columns 1 to 407. It is a
fadn.info class.
$tableK a DT with the full farm activities information (table K). It is a
fadn.prod class

$tableJ a DT with subsidies received by farms (table J)
$tableLMN a DT containing information on quotas, selected direct payments
and purchase/sales of livestock (tables L, M and N)
$prod a data.table containing only the leaf-activities, i.e. not higher hierarchy
activities like cereals, trees, etc. that are also named according to some pre-
defined rules

It has the following attributes:

year the year that the dataset refers to
originalFile the full path to the file that the raw dataset was stored
numOfFarms the number of farms it contains
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fadn.info

A data.table containing columns 1 to 407 of the raw data, i.e. tables A— 1.

One can access the original heading number by using numeric indexes. For example in order
to access the national weight of the farm calculated by the Member State that is given in
heading 20 for all farms, one can request ELL_2012StableAl[,20]

fadn.prod

Functions

getFormulaResult

Aggregates farm columns given a specific formula format.

Input Parameters:

data a fadn.container, containing all tables
SEdata a data.table of already calculated SE
formulaString The formula String to use for aggregation

The formula string is in the form {x}{+,-Hx}. x can be any of:

“#Y” where Y is the heading number of a fixed column (1 to 405). For
example “#20” returns the sampling weights
“Kxxx(z)” where xxx is a product code of table K and z is a column number,
e.g. for area equals to 4. For example “K120(4)” returns the areas of common
wheat.
“KxxX..yyy(z)” that returns the sum of column z for all product codes
between xxx and yyy (including them)
“KxxX..yyy(z..w)” that returns the sum of all columns between z and w for all
product codes between xxx and yyy

SExxx where xxx is the column name of a SE dataset

Examples
#Total Utilised Agricultural Area (UAA)
seData$SE025=getFormulaResult (data, seData,
"#48+#49+450") ;

#Total crop output
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seData$SE135=getFormulaResult (data,
seData,
"K120..148(7..10)-120..148(6)+
K150..161(7..10)-K150..161(6)");

#Total livestock output
seData$SE206=getFormulaResult (data,
seData,
"#231+ #232+ #234+ #235+ #237+
#2384+  #240+ #241+ #2433+ #2244+
#246+#247+ #249+ #250+ #252+ #253
—-#233-#236-#239-#242-#245-#248-
#251-#254
+K162..171(7..10) -
K162..171(6)+K313(7..10)-K313(6)")

Use cases

Get farms engaged in a limited number of activities

# Load fadn.prod objet of ELL 2013 to a variable
prod.2013= ELL 2013$.prod

# for each farm get number of activities
farms.activity.n= prod.2013 [,.N, by=list (FID)]

# Find frequency of mono-crops (N=1) farms for each activity
table (droplevels (prod.2013[FID%in%farms.activity.n[N==1,FID],ACTIVITY]))

See the relationship of variable costs and output value for single-activity farms

# See previous Use Case
prod.2013= ELL 2013$.prod
farms.activity.n= prod.2013 [,.N, by=1list (FID)]

#Create the various cost categories and load them in a new variable
costs.2013=info0.2013[, . (FID,
fadnREGION,
ECONOMIC SIZE real,
TYPE OF FARM real,
MACHINERY=V260+V261+V262+V263,
LVST.GRAZ=V264+V265+V268,
LVST.OTH=V271,
CROP.SEEDS=V272+V273,
CROP.FERTIL=V274,
CROP.PROTECT=V275,
CROP.OTHER=V276,
CROP.WOOD=V277,
OVERH.UTIL=V278+V279+vV280+V281,
TCOST=V260+V261+V262+V263+
V264+V265+V268+V271+V272+V273+
V274+V275+V276+V277+V279+V280+V281
)]

#Create a tabular form of the farms’ activities. The table looks like:

#"FID" "PERIFEREIA" "cwheat" "cwheat.cmb" "cwheat.irr.cmb"
#1 "WESTERN MACEDONIA" 6000 0 0
#2 "EPIRUS" 3000 2000 0

prod.2013.outval.table=dcast (prod.2013[], FID+PERIFEREIA~ACTIVITY,value.var =
"OUTPUT.VALUE", sum)
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#Create a table where costs and activity information are in tabular form
regress.data.outval=merge (costs.2013,prod.2013.outval.table,by="FID")

Merge activity information from two distinct year

Compute the annual worked hours for each farm

labor.avail=ELL 2013$tableAI[,
list (FID,
time.worked=HOURS OWNER+V58+V62+V66+V70+HO
URS WIFE+HOURS FAMILY OTHERS+V77+HOURS HIR
ED WORKERS+HOURS TEMP WORKERS
)

Compute an ordered distribution of the activities by area

#Get information on the weight of each farm
prod.2013=merge (prod.2013,
ELL 2013S$tableAI[,list (FID,WEIGHT)],
all.x=T,
by="FID")

#Compute weighted area for each activity
prod.2013$wAREA=prod.2013SWEIGHT*prod.2013$AREA

#Aggregate by activity
prod.2013.byAREA=prod.20137[,
list (N=.N,
wN=sum (WEIGHT) ,
wAREA=sum (WAREA) ,

wOUTVAL=sum (as.numeric (WEIGHT*OUTPUT.V
ALUE)) ),
by=ACTIVITY]
#Compute total area and output value
tarea.2013=sum(prod.2013.byAREASWAREA)
tvalue.2013=sum(prod.2013.byAREASWOUTVAL)
#Compute percentage of area and value in total
prod.2013.byAREA[, ':="' (pwAREA=wAREA/tarea.2013,
pwOUTVAL=wOUTVAL/tvalue.2013) ]

#Sort by weighted area
setorder (prod.2013.byAREA, ~-WwAREA)

#Compute cumulative sum
prod.2013.byAREASCpwAREA=cumsum (prod.2013.byAREASPpWAREA)
prod.2013.byAREASCpwWOUTVAL=cumsum (prod.2013.byAREASpwOUTVAL)

#Write results in clipboard in exce-format (paste to excel to see them)
write.excel (prod.2013.byAREA,dec=",")

Select farms that are engaged in certain activities

prod.2013=ELL 2013$prod

#This is the vector of activities we are interested in (cereals)
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activities.incl=c ("dwheat", "mzegrn.irr.cmb",
"barley", "cwheat","oats", "rye","rice.irr.cmb", "ceroth",
"mze.fod.irr.cmb", "cwheat.irr.cmb",
"barley.irr.cmb", "dwheat.irr.cmb", "sumCereal”, "mzegrn")

#See what percentage of area on each farm is coverd by activities.incl
farms.prod.2013=merge (
prod.2013[,list (total.area=sum(AREA)) ,by=FID],
prod.2013[ACTIVITY%in%activities.incl,list (incl.area=sum(AREA)),by=FID],
all.x=T,
by:"FID")

#compute percentage
farms.prod.2013$inclPerc=farms.prod.2013Sincl.area/farms.prod.2013S$total.area

#for farms that have incl.area=0, set inclPerc=0 (in the merge it was NA)
farms.prod.2013[is.na(incl.area),

':='(incl.area=0,inclPerc=0) ]

#see quantile distribution
quantile (farms.prod.2013$inclPerc,seq(0,1,.1),na.rm=T)

setorder (farms.prod.2013,"inclPerc")

write.excel (farms.prod.2013)

Plot yields for a certain activity for a certain region

Calculate total variable costs per area for all farms

Load and prepare raw files

In order to load and prepare a raw file, the following additional files have to be prepared:

activities.definitions.txt

A definition of the activity defined by the combination of PRODUCT, TYPE and MISSING
columns. Activity is the name given to the activity and activity.family is the crop-family that

this activity belongs to.

Example:

PRODUCT TYPE MISSING ACTIVITY ACTIVITY.FAMILY

120 1 0 cwheat cwheat

120 2 0 cwheat.cmb cwheat

120 3 0 cwheat.folup cwheat

120 6 0 cwheat.irr.cmb cwheat

120 7 0 cwheat.irr.folup cwheat

120 10 0 cwheat.energ cwheat

120 {0,1,2,3,4,5,6,7,10} {1,2,3,4,5,6} cwheat.miss cwheat
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Abstract

The Common Agricultural Policy (CAP) has been gradually transformed from directly supporting prices and
production to a decoupled scheme, where farmers receive a payment per hectare regardless of their
production decisions. Within this framework and given the multitude of CAP's objectives, ranging from market
competiveness to multifunctionality of agriculture, the inclusion of the heterogeneity of farms on modeling
CAP will continuously arise in the immediate future as a key research question. In this paper we make a brief
discussion of the aspects of farm heterogeneity within the agricultural policy modeling context and we show
that Agent Based Modeling approach, coupled with Object Oriented System Analysis, is a very good alternative
for considering all aspects of diversity of farms. Finally we present Agroscape, a flexible ABM Agricultural Policy
Framework that can easily incorporates both behavioral and capacity heterogeneity presenting a proof-of-
concept case study.

Keywords: Agricultural Policy, Agent Based Modeling, Object Oriented System analysis, Farm heterogeneity
JEL Codes: Q12, Q18, C63

1 Introduction

“Heterogeneity” (from Greek stepoyévela / heterogeneia, i.e. of different family/gene) is defined as
“the quality of being consisted of dissimilar or diverse ingredients or constituents”. The term can
refer to two things: (a) the fact that farms, within a specific geographical area, differ from each other
in almost all of their aspects (local heterogeneity) and (b) that between two distant regions the
distributions of farm characteristics are different (inter-regional heterogeneity). In this paper we

focus on local heterogeneity.

The need for employing a discussion focusing on farm heterogeneity emerges from the last
(European) Common Agricultural Policy (CAP) reform. More specifically, the CAP-2020 reform
introduces a number of new objectives, such as advancing agricultural productivity, securing fair
farmers’ income, even in less advantaged areas, maintaining food security through the promotion of
the respect of certain standards, safeguarding the sustainable management of natural resources

and the protection of the viability of rural economy.

The proposed means to achieve the above goals are also innovative. Indicatively, there are measures

to facilitate collective investment; assist small farms to develop; foster knowledge transfer and
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innovation; enhance competitiveness; promote food chain organization & risk management;
restore, preserve & enhance ecosystem services; promote resource efficiency and transition to a
low-carbon economy; promote social inclusion, poverty reduction and economic development in
rural areas. All of those measures have a local and non-aggregate dimension and so the individual

characteristics of farms should be taken into account by policy modelers.

Furthermore the new CAP departs from a status where strict rules were applied for all member
states, introducing implementation flexibility. The member states are equipped with a toolbox of
measures that can fine tune in order to cater their specific needs. Consequently, national policy
makers are required to make more focused decisions. In this manner considering farm heterogeneity

is applicable in the design of the CAP policy.

In this paper we discuss some aspects of farm heterogeneity within the agricultural policy modeling
context arguing that Agent Based Modeling (ABM) approach is a very good alternative for dealing
with it. Finally we present an ABM framework, capable of incorporating the various forms of farm

heterogeneity and provide some proof-of-concept results.

2 Theoretical Considerations

2.1 Aspects of farmer's heterogeneity

Given that the scope of the paper is focused on agricultural policy the discussion will be confined to
aspects of farm heterogeneity that concern CAP. This is already a wide scope, because as mentioned
above, this policy is concerned with many facets of an agricultural system (technical, economic,

environmental, and social).

There is an evident first layer of farm heterogeneity which could be termed as “endowment
heterogeneity”. Farms own land of different soil quality and have different initial land and labor
endowments. This kind of heterogeneity is most often included in farm models mainly by

differentiating farm yields and variable costs.

A second layer could be the “managerial ability heterogeneity” referring to both technical and
economic efficiency of the farm management. In this layer only operational (short-term) and tactical
(mid-term) managerial decisions are included. As usually observed in farm efficiency analysis case
studies, there is a significant variation between farms in managerial ability (Nuthall, 2001) and it is of
interest to policy makers since it is an essential factor in successfully explaining varying agricultural
output and supply relationships. There exist several studies providing explanations of this variation.
As Nuthall (2009) argues, managerial ability is related to education, training and intelligence, age and
experience and also “to social capital which involves the networks a manager may have, as well as

the relevant components of the current culture”.

A third layer of heterogeneity is about the strategic orientation of farms, i.e. theirs long-term goals
and how the take decisions, which could be termed as “decision making heterogeneity”. In the

literature it is widely recognized that not all farms are profit maximizers. Apart from the “satisficing”
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principle and the notion of bounded rationality that Simon (1957) introduced, there is the case of
the multiplicity of goals —potentially modeled in a multi-objective problem, for example in
Karanikolas et al. (2013). There is evidence that the age of the farm manager is a significant factor

shaping his behavior.

2.2 Including farmer's heterogeneity in Agricultural Policy models

Farm heterogeneity could be included in the agricultural policy discussion in two modes. Firstly as a
factor that differentiates the impact of a policy from one farm to another, or from one group of
farms to another, and thus is used in the result analysis stage in order to get a more detailed view of

the final state of the system (result analysis mode).

Secondly as a factor that has an endogenous effect on the results of the policy, and thus is included
directly into the model (modeling mode). An example of the latter can be found at Liu et al. (2007):
“the socioeconomic differences among people in a relevant case study lead to different choices and
behaviors, which in turn result in very different ecological outcomes than one would find were
everyone to have the same preferences for ecosystem services”. Another case of heterogeneity
“modeling mode” would be in the case of Agricultural Value Chains (Nolan, 2009). As noted,
“modern agricultural systems (production, distribution, marketing) are in a state of transition, with
increasingly numerous and heterogeneous agents interacting in the value chain”. Comprehension of
the function of this value chain should include the endogenous modeling of the heterogeneity of the

relevant agents.

For short to mid-term models it is reasonable to assume that ignoring endogenous effects of
heterogeneity will be a good approximation of reality. On the other hand, for long term modeling,
like human — nature interaction is, heterogeneity becomes a crucial element of the modeling

process.

Nevertheless, representing heterogeneity in policy models can have some intrinsic limitations. As
Heckelei (2013) notes, current agricultural databases have a limited level of detail. Thus
heterogeneity ends, at the good scenario, being inferred through statistical methods . Also the
spatial heterogeneity should be specifically relevant for a particular policy impact otherwise the

benefits are questionable. This argument apparently holds for any kind of heterogeneity.

3 The Agent Based Modeling approach

3.1  The Agroscape ABM Framework

3.1.1 Design Principles
The Agroscape ABM is a modeling framework with the aim of facilitating the modeling of a variety of

agricultural production systems. Its design is based on the following principles:
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(a) The agricultural production system, being a coupled human — nature system, is a complex
adaptive system. It contains reciprocal and feedback loops exhibiting nonlinearities like thresholds
(Liu et al., 2007). Since the agricultural policies are increasingly focusing on environmental goals, the

modeling process should incorporate this complexity.

(b) A good approach for modeling complex systems is Object Oriented Analysis and Design (OOAD).
Briefly, OOAD is about structurally and functionally decomposing a system into smaller units with
less complexity and less responsibilities (Booch, 2007). The collaboration of those simpler
components is considered to provide the functionality of the system-as-a-whole (Solms, 2014) and
thus the question of modeling the complex system is transformed in the questions of modeling
many smaller and simpler (non-complex) components and their interactions. More technically OOAD
is about applying the principles of abstraction, encapsulation, modularity and hierarchy to the
system under consideration. Although OOAD is very closely related to software design, the last two

decades is applied to other disciplines as well.

(c) The Agent Based Modeling is an adequate approach for modeling complex adaptive systems
using OOAD. It is evident that ABM fits very well with the concepts of Object Oriented Programming,

representing agents as software objects and focusing on their interaction.

3.1.2  Main Modeling Elements

Agroscape is programmed in Repast Simphony'®, which is a Java ABM programming framework
providing an ABM scheduling namespace and many visual enhancements. Since our framework is

actually build upon the Repast Simphony Object model we present briefly its essential elements:

1. The Context interface is actually a Collection that holds simulation objects. Contexts
can include other contexts, thus providing the ability to the modeller for creating
hierarchies of collections of agents. Contexts support Projection and Data Layers
classes. All objects in Repast start their life in a root Context.

2. The Projection interface is a collection of relations between simulation objects.
Spatial or network relationships are represented by corresponding projections. A
Projection is always attached to a specific context, imposing a structure upon the
contained agents. Apart from Continuous and grid space implementations there are
also GIS and Network implementations of this interface

3. The Data Layer interface allow the efficient handling of the interaction between
agents and data. A Data Layer can be either an abstract matrix attached to a context or
a matrix attached to a Grid Projection thus storing one value for each grid's cell
(GridValueLayer).

One can see in detail the class hierarchy of Repast in its APl documentation®.

Regarding Agroscape, the skeleton of the framework is shown in the UML 2.0 class diagram on

Figure 18. The two core classes are Farmer and Space, the former being a POJO (Plain Old Java

18 http://repast.sourceforge.net/repast_simphony.php

19 http://repast.sourceforge.net/docs/api/repast_simphony/
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Object) and the latter a Grid Projection, i.e. a pixeled surface where all activity is taking place. The
simulation can also contain many PropertyGridValueLayer (a Data Layer class) objects, i.e. spatial
properties (e.g. soil quality, crop suitability, nitrates concentration etc.). Farmer is related to Space
indirectly through Plot, which is a logical grouping of space and this is realized through a
LandRegistryAuthority class that is responsible for the bookkeeping of the ownership of the Plots.
The actual ownership relation is between a HumanAgent and a Plot, since it is expected that also
non-Farmers might own land. Farmer is also related to Space by the residentin association.
Additionally, all Farmer objects exist within a FarmerContext object. The latter can contain an
arbitrary number of Network objects, representing various kinds of relationships between farmers,
for example a social network, an information exchange network, etc. The activity of the agents is
realized through attached behaviors, contained in FarmerContext and explained in more details right
after. The behaviors scheme provides modeling extensibility, since new behaviors are easy to be
added.

GridValueLayer

—— Space

\)Ca‘edln

Plot

+residentin

HumanAgent L |
> ; ;i

LandPropertyRegistry

Farmer

FarmersContext

gr.agroscape.behaviors

Figure 18, UML class diagram of the Agroscape skeleton

Network<Farmer>
(from repast.*)

3.1.3 The Behavior Package

The aspired flexibility of Agroscape is founded on the idea of the “behavior package”. The agents
that are defined in the skeleton of the framework are idle by default. In order to act they need to be
attached to one or more behavior classes. A behavior class is an implementation of an action, like
taking production decisions, realizing production, making transactions in a land market, deciding for
the adoption of a new technology, etc. It is an OOAD way of programming agents in the simulation’s

timeline.
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If ones tries to implement many kind of behaviors for a specific agent with the conventional way of
hard-coding them directly into its namespace, the maintenance of the code becomes cumbersome
and very possibly conflicts appear between them. On the other hand, the “behavior package” is an
innovative and pluggable approach to implement and addi new behaviors to various agents of the

simulation is easy and also keeps the modeling complexity in manageable levels.

That is because the behaviors are independent of each other and use only the core classes of the
simulation, as described above, without being affected by their properties. The modeler of a certain
behavior is also absolutely responsible for scheduling its operations and implementing the logic,
without being affected by other already implemented behaviors. Furthermore one behavior that is
attached to an agent can also use objects from another behavior of the same agent, since they are
all connected to the same agent object. Finally modelers have the possibility to attach different set

of behaviors to different agents.

In the implementation side, the idea is based on IScheduledBehavior interface which defines a single
getAnnotatedClass method, returning an object containing ScheduledMethodAnnotation
annotations. This annotation class defines several properties of a method’s scheduling, like the start
and interval ticks of the simulation clock. In this way the modeler have full flexibility on the timing of

behaviors. What is left is to model the behavior of the agent.

In order to do so, he has to extend the abstract AFarmerBehavior class that contains a reference to
the Farmer object that exhibits the behavior and also implements IScheduledBehavior. Also, since
frequently all agents that are attached to a specific behavior will need to either access common
classes, or communicate with each other, all behaving objects are contained in an extension of a
ABehaviorContext. This context also contains a IscheduledBehaviorDataloader object that is
responsible for loading all the behaving objects into the context and also adding their behavior to

the simulation’s schedule.

A simple illustrative example of a behavior is given in Appendix.
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Context
(from repast.*)

ABehaviorContext

T 1

«interface» «interface»
IScheduledBehavior IScheduledBehaviorDataloader
+getAnnotatedClass: Object() +setup(container: ABehaviorContext)

«implements»

AFarmerBehavior

(from gr.agroscape.behaviors.farmers) +owner

\ Farmer

Figure 19, Class diagramm of Behavior package

3.2 Catering for Farm Heterogeneity with the Agroscape framework

Our approach for representing heterogeneity deviates from searching for a suitable typology, where
a classification according to certain macro-indicators is performed and certain farm types are
derived, e.g. Amico et al. (2013). Rather than performing a statistical analysis of the observed
outputs we facilitate the analysis of the production system in terms of system components and

theirs relations and embed the heterogeneity in agents’ state, actions and interactions.

Following the “behavior package” approach, the various forms of heterogeneity is not modeled
directly into a Farmer object but rather is embodied in the individual behavior classes. This
approach, although does not seem very natural, is not limiting at all, because any behavior class can

exchange information with the skeleton classes of the model.

More specifically, as far as land endowment heterogeneity is regarded, any behavior can have access
to the plots that a farmer use and so has access to spatial diversity through the
PropertyGridValueLayer class. For capital and labor endowment heterogeneity, a behavior can

introduce attributes that express this fact, as shown in the case study.

As far as “managerial ability heterogeneity” is concerned, one approach would be to model
managerial ability as a [0,1] coefficient that is multiplied with expected yield to give the actual yield,
differentiating efficient farmers. Another approach would be to make a low-level modeling of the
technical or economic decisions that a farmer is following, embedding managerial details. A relevant

modeling of the production realization is shown in Daydé et al. (2014). Although that approach
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seems to be much more complex, the Agroscape framework could easily facilitate it, showing that
the OOAD benefits.

Also decision making heterogeneity is very easily modeled within the proposed framework. Farmers
can easily be attached to different specific decision making behaviors interacting with other
simulation elements very easily. Furthermore already implemented decision making models can be
incorporated to an Agroscape model, utilizing the flexibility and the power of the Java programming
language. For instance, since there are many farm models written in GAMS mathematical
programming software, a special adapter class could be crafted to use the already written code for a

production behavior.

In order to illustrate the above arguments, a simple proof-of-concept case study has been
implemented, where farmers own land of different crop suitability and exhibit varying behavior. One

can first examine the appendix for an even simpler “hello-world” example.

3.3 A proof-of-concept case study: The arableCropProduction Behavior

Arable Crop yearly decisions have been extensively used in agricultural policy modeling over the last
decades. An elementary model can be represented as a linear programming problem where an
individual farmer B is supposed to choose a cropping plan and input use among technically
feasible activity plans : ] B so as to maximize gross margin €& . The optimization
problem

for the farmer B can be expressed as follows (Kremmydas et al., 2012):

max gm'x’,’, plp" psylilsict xi i
X i1
st.  ATTx"p'f A ™ (1)
x" 0 x "
Where

The @€ @ matrix and the @€ 1 vector @ 'Zrepresent respectively the technical
coefficients and the capacities of the [ constraints on production. The vector of parameters
includes yields for

crop (% ), variable costs” (@@, ), prices dependent on quality (@@, ) and subsidies linked
to crop

quantity (m). Symbol stands for the vector of general economic parameters which includes

prices not dependent on farm (@€, ) and subsidies specific to crop cultivated area (2@ ).

Below we describe the transformation of such an elementary model to an agent based model,

following the “Behavior package” approach.

The ArableCropProductionBhv

Following the OOAD principles we decompose the above linear programming problem domain to its
constituent elements, representing each as a different class. We also provide additional elements in

order to represent the spatial dimension, not currently available to the above formulation, and we
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finally introduce classes for different decision making strategies (linear programming being one
member of the set of strategies). All of the derived classes are related to the skeleton classes of the

Agroscape framework that has already been presented in 3.1.2.
Thus the derived classes of the domain are:

1. ArableCropCultivation represents the various crop cultivations that are available, e.g.
maize, durum wheat, barley, etc.

2. ArableCropProductionDecision is a map from a Plot (see 3.1.2) to an
ArableCropCultivation, denoting the fact that the farmer's decision is actually the
assignment of an arable crop to each of the owned plots.

ExpectedCropPrices, ExpectedPlotCropVarCost and ExpectedPlotCropYield are the
corresponding elements of the farmer's objective function. So a farmer has certain
expectations about the next year's prices of a crop output (ExpectedCropPrices) and
he has an expectation regarding the variable cost and the yield of the "Crop x Plot"
combinations. In the current paper exercise we implemented the formation of those
expectations to be really simple (taken from pre-defined values plus/minus a random
number). In the future we could implement a more realistic but complex modeling of
how those expectations are formed (e.g. prospect theory, evolutionary algorithms,
through networking with other farmers, etc.) and here the power of the OOAD
approach emerges: Even if we would insert into the model such complex procedures,
we need only to change the respective Expectation class while the rest of the model
would left intact. That is because we first tackled the complexity of the relationships
between the various classes of the domain, modeling the points of contact between
them, and encapsulated the complexity of the classes into themselves. In this way
OOAD releases the modeling process from the burden of dealing with the complexity
of each element of the system at the same time.

-202 -



ABehaviorContext
(from gr.agroscape.behaviors)

AFarmerBehavior
(from gr.agroscape.behaviors.farmers)
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7

ArableCropProductionBhv_Network
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lastProductionDecisions (from repast.*)
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Network<Farmer> Plot +
(from repast.”) (from gr.agroscape.agents) ArableCropCultivation

ExpectedPlotCropYield

ExpectedCropPrices ExpectedPlotCropVarCost

Figure 20, An overview of the arableCropProductionBehavior

Data and Results
The data management issue on modeling agricultural policy cannot be overlooked. The

transformation and loading of data for such models is usually cumbersome, especially if ones goes to
plot-level detail or include spatial data, since modeling software (like GAMS) does not provide

explicit data handling mechanisms.

Although the data used in this exercise was fictitious, we followed the OOAD approach in the data
management aspect, unbinding the mechanics of the model with the data loading process and

hopefully giving more flexibility to potential modelers.

In order for loading data into the Agroscape framework, the IScheduledBehaviorDataloader<T> shall
be implemented. This interface defines the setup(ABehaviorContext<T> container) method that is
called for each behavior loaded during the initialization of the simulation and the
ABehaviorContext<T> top context is passed. The implementation should be done so as all

AArableCropProductionBhv<T> objects are loaded in the container.

In our example case we kept all data in an excel sheet, as shown in figures 4 - 7. In order to load the
data we created an ExcelDataloader class implementing the required interface. In Figure 25 we
show the essential part of the code. The class creation takes the excel workbook and the setup
method, that is called from the simulatin initation procedure provides the container that the data

loader class loads AArableCropProductionBhv objects with private and unexposed functions. If one
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wants to load data through a different excel structure, then he has to change the internal
functionality of ExcelDataloader (or write a new implementation) without being concerned about

the stability of the overall model.
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Figure 21, Excel Data for the Crop Suitability of maize
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public class ExcelDataloader implements IScheduledBehaviorDataloader<AArableCropProductionBhv> (

private Workbook excelWB:

private ArrayList<Arabl
private Simulati

Cultivation> crops:

this.loadCropa(contai
this.loadCropSt

this.setupPaymentAuthority ntainer):
this.addAgents (container):

Figure 25, ExcelDataloader essential part

After loading the data the simulation was run for a certain number of iterations, recording the
decisions of the farmers. We recorded data through the relevant time-saving Repast Simphony
mechanism. For example the allocation of the crop to plots was recorded in a video and a graph of
the total land per crop was also easily configured to output. The vibration of the surface allocated to
the crops is to the feedback mechanism of the deterioration and restoration of the cropSuitability

feature of the model.

~ AgroScape - Repast Simphony - oiEd
File Run Tools Window
IHe 0RO vwekoBRMEM Tick Count: 26.0
un opens - o o] S -adx
‘Schedule Optons. -s |
Pasert o ‘ prarery
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Figure 26, The time series of total land per arable crop

Figure 27, Crops to Plots allocation evolving through time
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3.4 Conclusions and Future Research

In this paper we attempted, firstly to prove that agent based modeling should be considered as a
well suited modeling approach for dealing with farm heterogeneity in agricultural policy modeling
and secondly to propose an agent based modeling framework (Agroscape) that relies heavily on the
OOAD principles

The advantages of this approach are:

Endowment and Managerial farm heterogeneity can be represented as easily as in
other approaches. Furthermore space is inherently represented in ABM simulation
systems whereas this in not the case in general.

Managerial heterogeneity can be modeled more efficiently compared to other
approaches

If the OOAD principles are followed, the managerial heterogeneity modeling can be
carried out without the complexity "explosion” of the modeling process. The latter is
present when one tries to build models that deal with many and different aspects of a
system at the same time.

We implemented a proof-of-concept case study with just 5 farmers following two different decision
making strategies for selecting an arable crop to cultivate in one of their owned plots (30X30 grid

containing 13 plots).

Future work could include:

Incorporate a Land market througth the behavior package mechanism
Incorporate otherproduction decision behaviors, like Animal Husbandry production
decisions (independently or jointly with arable crop decisions), permanent crop
installation and handling decisions, etc

Model other key players of the Agricultural value chain and investigate on the
interaction with farmers (e.g. an information exchange network).

Implement a real case policy evaluation case
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Appendix, A “hello world” example: The Stupido Behavior

The implementation of a “hello-world” behavior will now be analyzed. The farmer that is attached to
this behavior prints the value of an internal stupidoProperty every tick and updates this property
every two ticks. The fact that the required stupidoProperty attribute is contained within a
StupidoBhv object and not within a Farmer object enables the controlling of complexity to a
manageable level for an arbitrarily large number of behaviors. That is because every new behavior
can be developed without being affected by other behaviors, since their namespace can be
absolutely independent and thus farmers can be attached to any behavior without programming

conflicts. One can see the structure of the behavior’s files in Figure 28.

StupidoBhv (Figure 30) is the actual behavior object, extending the AFarmerBehavior<StupidoBhv>
class. The AFarmerBehavior<T> class (Figure 31) is actually enforcing the connection between the
behavior object and the farmer object that should be contained there. Since there is an association
between the behavior and the farmer objects, one behavior object can use the other behavior
objects attached to the same farmer. Finally, in order for the StupidoBhv to take action in the
simulation’s timeline, it has to implement the IScheduledBehavior<T> interface. This is actually
realized in two steps. First the getAnnotatedClass (lines 34-36, Figure 30) is implemented, returning
the behaving object itself. Second, in the returned class (in this case any StupidoBhv object),

@ScheduledMethod annotations have to be inserted accordingly. One can see that this is done in
lines 23 and 28 (Figure 30) scheduling the setRandom (every 2 ticks) and print (every 1 tick) methods

respectively.

The StupidoBhvContext (Figure 29) is the class that contains all the StupidoBhv objects and acts as a
container of common functionality. The access of the individual behavior objects is facilitated
through the container attribute in StupidoBhv (line 13, Figure 30). In our case we need a common
random generator which is defined in line 18 of StupidoBhvContext (Figure 29). This generator is

initialized and used by all contained behaving objects.

Also one should note that agents in the behavior context are loaded using a
IScheduledBehaviorDataLoader<T> interface. The implementing classes take a collection of farmers,

create the behaving objects and add them to the context and to the simulation timeline.
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Figure 28, The structure of the files in the Stupido behavior

[J) StupidoBhvContextjava 52

1 package gr.agroscape.behaviors.farmers.stupido;
2

3@ import gr.agroscape.agents.Farmer;[]

11

128 /**

13 * The context for the StupidoBhv

14 * @author Dimitris Kremmydas

15 ~

16 public class StupidoBhvContext extends ABehaviorContext<StupidoBhv> {
17

18 protected Random randomGenerator ;

19

20= public StupidoBhvContext(Collection<? super Farmer> owners) {

21 super("stupideBehavior"”, new DefaultStupidoDataloader(owners));
22 this.randomGenerator = new Random(System.currentTimeMillis());
23 this.loadBehavingObjects();

24 }

25

26

27¢ public int getRandom() {

28 return this.randomGenerator.nextInt();

29 }

3e

31 }

* Inner class to load stupidoBhv gjects

* @author Dimitris Kremmydas

e 4

class DefaultStupidoDataloader implements IScheduledBehaviorDataloader<StupidoBhv> {

private Collection<? super Farmer> owners;

public DefaultStupidoDataloader(Collection<? super Farmer> owners) {
super();
this.owners = owners;

}

@override
public void setup( ABehaviorContext<StupidoBhv> container) {
Collection<IScheduledBehavior<StupidoBhv>> r = new Arraylist<IScheduledBehavior<StupidoBhv>>();
for (Object f : owners) {
StupidoBhv toadd = new StupidoBhv((Farmer)f, (StupidoBhvContext)container);
r.add(toadd);

@ W

}

container.addAll(r);

Ul BwW N e

}

} //end class

o

~

Figure 29, The StupidoBhvContext.java code
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| *StupidoBhv.java 52

1 package gr.agroscape.behaviors.férmers.sfupido;

2

3% import gr.agroscape.agents.Farmer;[]

7

8 public class StupidoBhv extends AFarmerBehavior<StupidoBhv> implements IScheduledBehavior<StupidoBhv> {
9

/**

* A reference to the container context
*/

protected StupidoBhvContext container;

public StupidoBhv(Farmer owner, StupidoBhvContext c) {
super(owner);
this.container=c;

}

private int stupidoProperty;

@ScheduledMethod (start=2,interval = 2)
public void setRandom() {

this.stupidoProperty = this.container.getRandom();
¥

@ScheduledMethod (start=2,interval = 1)
public void print() {

System.err.println("Farmer, id="+this.owner.getID() +
}

@verride

public Object getAnnotatedClass() {
return this;

}

» stupido random=" + this.stupidoProperty);

ONOUVHEWNFOUOUIOIONOUMEWNREROIOVUINOOUSEWNRE®

i

Figure 30, The StupidoBhv.java code

[J] AFarmerBehaviorjava 52
1 package gr.agroscape.behaviors.farmers;
3@ import gr.agroscape.agents.Farmer;[]

| 7® * Every "Farmer Behavior” object contains a reference to the "Farmer” object that cont
8 public abstract class AFarmerBehavior<T> implements IScheduledBehavior<T> {
9

|

J**
* A reference to the owner Farmer
X/

protected Farmer owner;

/3‘*
* Constructor
* [@param owner
b4
public AFarmerBehavior(Farmer owner) {
this.owner = owner;
}

1

/*K
* Getter
* fireturn
X/
public Farmer getOwner() {
return owner;
}

twwHQLQOJ\IO\\{\FUJNH@\DO’J\IG\U"-PLUMD—‘@

o

Figure 31, The AFarmerBehavior source code
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